
photonic-crystal-based integrated circuits, as strong 3D confine-
ment of photons in an ultra-small cavity has been realized, and
leakage in the vertical direction sufficiently suppressed. A
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Possible future changes in Arctic sea ice cover and thickness, and
consequent changes in the ice-albedo feedback, represent one of
the largest uncertainties in the prediction of future temperature
rise1,2. Knowledge of the natural variability of sea ice thickness
is therefore critical for its representation in global climate
models3,4. Numerical simulations suggest that Arctic ice thick-
ness varies primarily on decadal timescales3,5,6 owing to changes
in wind and ocean stresses on the ice7–10, but observations have
been unable to provide a synoptic view of sea ice thickness, which
is required to validate the model results3,6,9. Here we use an eight-
year time-series of Arctic ice thickness, derived from satellite

altimeter measurements of ice freeboard, to determine the mean
thickness field and its variability from 658 N to 81.58 N. Our data
reveal a high-frequency interannual variability in mean Arctic ice
thickness that is dominated by changes in the amount of summer
melt11, rather than by changes in circulation. Our results suggest
that a continued increase in melt season length would lead to
further thinning of Arctic sea ice.

The prediction of future changes in Arctic sea ice, and consequent
effects on the ocean12 and atmosphere2, relies on global climate
models properly reproducing changes in ice thickness3,4,13. Knowl-
edge of ice thickness variability is also critical in determining
whether observed changes14 are natural, or anthropogenic, in
origin4. The sparseness of sea ice thickness observations means
that current understanding of the regional, and interannual, varia-
bility of sea ice thickness is entirely based on numerical models of
the Arctic6,9. However, it is unclear from model results whether ice
thickness is controlled mainly by changes in thermodynamic
(radiative or thermal) forcing5, or by dynamic (ocean and wind
stress) forcing7. The majority of Arctic Ocean models suggest that
variability in Arctic ice thickness occurs on decadal timescales5,6,9,
and is caused mainly by dynamic forcing6–8. Simulations of Arctic
ice cover covering the past four decades have been used to argue that
observed thin ice14–17 during the 1990s was a result of changes in
atmospheric6,7,10,17 or oceanic8,18 circulation. However, numerical
simulations of ice thickness are undermined by uncertainties in the
representation of physical processes9, and by differences in methods
used to couple the ice, ocean and atmosphere12, resulting in
significant discrepancies between model simulations of ice thickness
evolution14. The lack of continuous large-scale thickness measure-
ments means that conclusions drawn from numerical simulations
regarding the variability of Arctic sea ice thickness, and the processes
that control it, remain untested3,12.

We use newly developed techniques to obtain ice thickness from
satellite estimates of ice freeboard over the 8-yr period 1993–2001
(Fig. 1). The region of coverage (ROC) extends to 81.58 N, covering
an average area of 3.08 £ 106 km2, or more than half of the
permanent sea ice cover. The data cover the entire circumference
of the Arctic Ocean, including the Beaufort, Chukchi, East Siberian,
Kara, Laptev, Barents and Greenland seas. We use measurements
from the 13.8-GHz radar altimeters carried on the ERS-1 and ERS-2
satellites. By analysing individual echoes, we distinguish those
originating from consolidated first and multi-year ice floes from
those due to leads, open water and new ice. Corrections for orbits,
tides, and atmospheric delay are applied to the radar data to obtain
the elevation of ice floes and open water or new ice19. The elevation
of the ice above the water surface is then obtained by subtracting the
sea surface elevation, determined from open water measurements.

To deduce the ice thickness from ice elevation, the source of the
echoes scattered from snow-covered sea ice must be determined.
Laboratory experiments show that, under dry cold snow conditions,
a normal-incidence 13.4-GHz radar reflection from snow-covered
sea ice originates at the snow–ice interface20. The ERS radar
altimeter measurements of ice elevation therefore provide the
level of the snow–ice interface above the water level—that is, the
ice freeboard. We convert the ice freeboard measurements to ice
thickness by assuming hydrostatic equilibrium, and then using fixed
densities of ice (915.1 kg m23) and sea water (1,023.9 kg m23)21 and
a monthly climatology of snow depth and density22. The estimated
uncertainty in ice and water density, of^5 kg m23 and ^0.5 kg m23

respectively21, results in an uncertainty of ^11 cm for our mean
thickness. Interannual variability in snow loading, estimated23 to be
between 2 and 3 cm, results in a further uncertainty of 6 to 9 cm
in our ice thickness estimates. Figure 2 compares ERS thickness
estimates with those derived from near-coincident submarine
draught measurements15. A linear least-squares fit, weighted by
the estimated measurement, snow loading and ice/water density
uncertainties, shows that the correlation between the altimeter and
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submarine estimates is significant at the 99.9% level using a x2

goodness-of-fit test.
The altimeter thickness estimates exclude areas of thin ice (less

than 0.5 to 1 m) and open water. Using submarine draught data,
gathered during different years, we calculate that the fraction of thin
ice and open water ranges from 20.0 ^ 8.2% in September (4
cruises) and October (1 cruise), to 3.2 ^ 1.4% in March (2 cruises)
and early April (5 cruises). Published submarine analyses show that
rapid thermodynamic growth of thinner ice reduces the fraction of
thin ice and open water from 20% to 10% between September and
October24, and further to 3% by April25. Estimates from infrared
satellite imagery show a reduction in thin ice fraction from 33% in
September to 13% in October, and further to between 5 and 7%
from January to April26. The estimates differ from those obtained
from submarines owing to the lower accuracy of the infrared
technique and because the infrared data are from only a single
winter season. Taking the average of the submarine estimates of thin
ice and open water fraction in October (10%) and March (3%), we
estimate that the altimeter data exclude an average of 6.5% of the ice
cover during winter. We calculate, using the submarine data, that
the consequent bias in mean winter thickness is þ18 cm. The
standard deviation of the bias, due to the interannual variability
of thin ice and open water, and to sampling differences between
different submarine cruises, ranges from 15 cm in September and
October, to 5 cm in March and April. We therefore estimate that the
maximum contribution of the thin ice and open water to the
standard deviation in mean winter ice thickness is 10 cm.

We obtain a mean winter ice thickness over the ROC (Fig. 1) of
2.73 m. The thickest ice is observed adjacent to the Canadian
Archipelago and in the Fram Strait, as observed in previously

published climatologies based on sparse submarine observations27.
In the southern Beaufort Sea we observe an ice thickness of 2.5 m.
This is thinner than the average submarine-observed draught of
3.7 m in 197627, but is consistent with field and submarine measure-
ments during the 1990s15,17. No submarine climatology exists for the
eastern sector of the ROC, but the average thickness that we find
between 608 E and 1508 E (2.4 m) lies within the range of sparse in
situ thickness measurements made in the same region during the
mid-1990s (1.8 to 2.8 m; ref. 28). The regional distribution of ice
thickness that we obtain is, therefore, similar to submarine cli-
matologies, but consistent with thinner ice in the Western Arctic
during the 1990s17.

We now examine the interannual variability in the average Arctic
winter ice thickness over the ROC. We removed the mean thickness
(Fig. 1) from individual measurements and, after applying a
seasonal correction, averaged the residual thickness over each winter
(October to March) to generate a time series of annual ice thickness
anomalies (Fig. 3a). The average winter sea ice thickness over the
ROC, excluding thin ice and open water, has a standard deviation of
24.5 cm, or 9% of the average, during the 8-yr period. This
compares with a variability of 6% in ice mass in both Arctic5 and
global coupled climate models3,29, over periods of 50 yr or more. The
data show that the observed variability in ice mass is 50% greater
than predicted by models, and probably more, as our measure
excludes variability that occurs over timescales of longer than a

Figure 1 Average winter (October to March) Arctic sea ice thickness from October 1993 to

March 2001 from satellite altimeter measurements of ice freeboard. Data are not

available in the marginal ice zone, or above the ERS latitudinal limit of 81.58 N. Ice

freeboard is converted to thickness using fixed ice, snow and water densities and regional

monthly snow depth22. The mean thickness excludes thin ice (less than 0.5–1 m) and

open water.

Figure 2 Comparison between satellite altimeter- and submarine-derived ice thickness

in the Beaufort Sea during the 1990s. Submarine thicknesses are shown for each of the

50-km segments gathered during the four missions during the 1990s. Altimeter thickness

estimates are generated from observations within 15 days and 100 km of the submarine

draught sections. The submarine thicknesses exclude thin ice (,0.5 m) and open water,

because (owing to difficulties in discriminating thin ice from open water) progressively

more altimeter data are excluded once the ice thickness falls below 1 m. Error bars show

uncertainties in altimeter thickness due to measurement errors and snow depth variability

and an error in submarine thickness of 0.4 m, obtained by scaling the 0.3-m estimate of

draught error15 and adding the uncertainty in the snow depth used to convert to thickness.

A linear least-squares fit (shown) yields a slope of 0.978 ^ 0.082 and intercept

0.117 ^ 0.207 m, with a x 2 probability Q ¼ 0.999. We do not account for the different

spatial sampling of the two techniques, which may result in additional scatter between the

two data sets.
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decade. The interannual variability in thickness compares with a
variability in mean annual ice extent of 1.7% during the same
period. This undermines the conclusion, from numerical models9,
that changes in ice thickness occur on much longer timescales than
changes in ice extent. The high-frequency variability shows that
trends in ice thickness derived over periods of less than a decade15,
or from a single pair of submarine cruises16, are susceptible to
undersampling of the interannual variability in ice thickness. In
summary, the observations show an interannual variability in ice
thickness at higher frequency, and of greater amplitude, than
simulated by regional Arctic models.

The mismatch between the observed variability and that pre-
dicted by models led us to investigate the origin of this variability.
We compared the change in winter ice thickness with the length of
intervening melt season, determined using satellite passive micro-
wave radiometry11 (Fig. 3b), by averaging all available data across
the Arctic. Despite the fact that the spatial overlap between the two
data sets is variable, we find a significant (R2 ¼ 0.924) correlation
between the change in the altimeter-derived thickness between
consecutive winters, and the melt season length during the inter-
vening summer. Using a Monte Carlo simulation, we have calcu-
lated the change to the correlation that might occur if the altimeter
estimates included thin ice and open water by adding a random
component, with a standard deviation of 10 cm, to our average
winter thickness estimates. Assuming a worst-case scenario, where
the contribution of thin ice and open water to the change in mean
winter ice thickness is uncorrelated with either the melt season
length, or with the change in the altimeter thickness, the correlation
is still significant (R 2 ¼ 0.745). The regression implies that an

increase in the melt season length by one day results in an extra
4.9 cm of summer ice melt. In situ measurements obtained during
1997 at one location in the Beaufort Sea suggest typical surface melt
rates30 of 1.7 ^ 0.5 cm per day. The difference between these figures
may be due to varying melt rates across the Arctic, or to related
changes in bottom melt, which continues beyond surface freeze-
up30. The observed dominant control of summer melt on the
interannual variability of mean ice thickness (Fig. 3b) is in sharp
contrast with the majority of models, which suggest that ice
thickness variability in the Arctic Ocean is controlled mainly by
wind and ocean forcing6–8,10. It had also been speculated7,14 that
reversal of the Arctic circulation in 1997 might lead to a thickening
of the Arctic pack during the late 1990s. Instead, our data show a
continued thinning of Arctic ice beyond 1998.

Our results show that errors are present in current simulations of
Arctic sea ice, either in the radiative forcing, or in the parameter-
ization of the effect of surface melt on the absorption of shortwave
radiation. The observed variability of Arctic sea ice thickness, which
shows that the sea ice mass can change by up to 16% within one year,
contrasts with the concept of a slowly dwindling ice pack, produced
by greenhouse warming13. This variability must be taken into
account when determining the significance of trends derived
from intermittent submarine measurements of ice draught.
Although changes in Arctic circulation patterns may alter the
distribution of ice thickness in the Arctic, we conclude that a
continuation of the previously observed increase in melt season
length11 will lead to further overall thinning of Arctic sea ice. Until
models properly reproduce the observed high-frequency, and
thermodynamically driven, variability in sea ice thickness, simu-
lations of both recent, and future, changes in Arctic ice cover will be
open to question. A
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Comparison of birds and pterosaurs, the two archosaurian flyers,
sheds light on adaptation to an aerial lifestyle. The neurological
basis of control holds particular interest in that flight demands
on sensory integration, equilibrium, and muscular coordination
are acute1–8. Here we compare the brain and vestibular apparatus
in two pterosaurs based on high-resolution computed tomo-
graphic (CT) scans from which we constructed digital endocasts.
Although general neural organization resembles birds, ptero-
saurs had smaller brains relative to body mass than do birds. This
difference probably has more to do with phylogeny than flight, in
that birds evolved from nonavian theropods that had already
established trends for greater encephalization5,9. Orientation of
the osseous labyrinth relative to the long axis of the skull was
different in these two pterosaur species, suggesting very different
head postures and reflecting differing behaviours. Their enlarged
semicircular canals reflect a highly refined organ of equilibrium,
which is concordant with pterosaurs being visually based, aerial
predators. Their enormous cerebellar floccular lobes may suggest
neural integration of extensive sensory information from the
wing, further enhancing eye- and neck-based reflex mechanisms
for stabilizing gaze.

The first vertebrate fliers were pterosaurs, an exclusively Meso-
zoic group that most workers10 regard as close relatives of Dino-
sauria within Archosauria (Fig. 1a). Pterosaurs were lightly built,

and their fossils are rare and often badly crushed. Virtual endocasts
derived from CT scans of nearly complete skulls of two pterosaurs
(Fig. 1)—the more basal Rhamphorhynchus and the pterodactyloid
Anhanguera—are the most complete to date (Fig. 2; see Methods

Figure 1 Relationships and skulls of pterosaur taxa. a, Cladogram of taxa mentioned in

text and including pterosaurs for which endocast data are available. Topology based on

ref. 19. b–d, Rhamphorhynchus muensteri (CM 11434, Jurassic, Germany) in left

rostrodorsolateral (b), dorsal (c), and ventral (d) views. e, f, Anhanguera santanae (AMNH

25555, Cretaceous, Brazil) in caudal (e) and left rostrodorsolateral (f) views. Scale bar

equals 20 mm. Alv, alveoli; Ch, choana; Fr, frontal; Na, nasal; NO, narial opening

(confluent with antorbital fenestra in Anhanguera); NuM, area of attachment of nuchal

(neck) musculature; Occ, occipital condyle; Or, orbit; Pmx, premaxilla; Q, quadrate.
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