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Abstract. Our understanding of snow distribution in the polar regions is severely restricted
owing to the heterogeneity, both in space and time, of this solid precipitate. Processes such as
vapor and mass fluxes across the interface are, to a large extent, controlled by the presence
and geophysical state of the snow cover on sea ice. Numerous studies have shown the
importance of snow cover in ecosystem processes and particularly in photosynthetically
active radiation extinction. Researchers are currently exploiting developments in
clectromagnetic interaction theory in an attempt to measure snow thickness distributions
remotely. In this paper, we investigate the dependence of radar backscatter on snow thickness
over smooth first-year ice. We use data from the Seasonal Sea Ice Monitoring and Modeling
Site located in the Canadian Archipelago. Results show that the thermodynamics of the snow
cover affect wave propagation, attenuation, and scattering through the control that brine
volume exerts on interfacial characteristics of the snow and ice layers. The effect is subtle
and specific to certain ranges of salinity, surface roughness and thickness of sea ice. We
describe the phenomenon responsible for this effect using a microwave model consistently for
both complex effective permittivities and backscatter coefficients coupled to a one-
dimensional model. We validate the physical principles using in situ ficld data. We then
discuss the potential of synthetic aperture radar in estimating snow thickness distributions
under these specific conditions using both observed and modeled microwave scattering.

1. Introduction

The snow cover on sea ice 1s an important physical variable
that impacts energy, physical and chemical processes
operating across the ocean—sea-ice—atmosphere (OSA)
interface. Although this system is highly coupled, it is
illustrative to consider some specific relationships between
the snow cover on sea ice and physical and biological
processes operating across this interface.

Physically, the snow cover contributes to determining the
magnitude and rate of ice growth and decay [Maykut, 1978].
The partitioning of components of the sea ice energy balance
is intimately linked with the thermal diffusivity of the snow
cover and the absorption, reflection, and transmission of
climatological shortwave radiation [Grenfell and Maykut,
1977]. Physical properties of the snow—sea ice volume
affect conductive, turbulent and radiative energy exchanges
between the underlying hydrosphere and overlying atmo-
sphere.  The spatial and temporal variations in these
exchanges have an impact on virtually all of the physical
processes operating across the OSA interface over a range of
scales from local to hemispheric.
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Biologically, snow and sea ice are integral components of
specific species ecotones. On sea ice, the subice (epontic)
primary production is known to be light limited [Welch and
Bergmann, 1989]. Owing to the exponential nature of the
absorption properties of photosynthetically active radiation
(PAR) (0.4 to 0.7 um), most of the attenuation of PAR
frequencies occurs within the snow volume. The epontic
communities have evolved to thrive within a range of snow
cover conditions; too much snow cover starves the organism
of light, and too little snow over stimulates the organism
thereby lowering the total production [Cota and Horne,
1989]. Higher levels of the trophic system, particularly
ringed seals (Phoca hispida), have evolved within a niche
whereby they utilize the snow cover on sea ice for protection
from predation and the harsh environment of the Arctic winter
[Smith and Stirling, 1977].

Snow modeling for terrestrial applications is becoming
increasingly sophisticated [e.g., Jordan, 1991]. In the case of
sea ice, the snow layer has traditionally been assumed to be
nonsaline and homogeneous [e.g., Ebert and Curry, 1993].
Anderson [1976] developed the first comprehensive energy
balance model for terrestrial snow, and it forms the basis for
several contemporary snow models. Fourier’s heat conduc-
tion equation is used to determine the time-dependent
temperature profile through the snow, and the energy balance
is solved at the surface and for up to 100 levels within the
snow layer for time steps of 1 hour or greater. Snow
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thermophysical properties are functions of snow morphology
and snow density, and water retention characteristics are
empirically determined. Others [Gray and Morland, 1994;
Jordan, 1991; Bader and Weilenmann, 1992] have since
provided a rigorous theoretical framework for heat and mass
transfer in snow. In these models, many of the processes that
were empirically represented by Anderson [1976] are
explicitly solved using physical relations. Jordan etal. [1999]
have ported their snow model over sea ice, and a thorough
assessment of this model is pending.

From the perspective of climate variability and change, a
consistent representation in general circulation models is that
the polar regions of the planet should experience an
amplification in temperature under various scenarios of a
CO2 enhanced atmosphere. This amplification is due to a
variety of feedback mechanisms operating between the
atmosphere and the surface. Although several of these
feedbacks have been identified, the “sea ice—albedo”
feedback mechanism appears to be a significant component of
this system [Barry et al., 1993]. Under warmer atmospheric
conditions, we can expect an increase in precipitation. We
are, however, uncertain of the first-order response of the
system to this increase; either (1) the sea ice will ablate earlier
in the marginal regions because a thicker snow cover will
minimize the equilibrium thickness of the sea ice or (2) an
increase in precipitation will cause a delay in the seasonal
ablation of the sea ice due to an increase in the shortwave
albedo during the critical spring ablation period. To gain an
understanding of these processes, we require information on
the snow thickness distributions over sea ice.

2. Background and Objectives

Over the past 10 years (1990 to 1999), a team has been
conducting in situ process studies on sea ice near Resolute
Bay, Nunavut, Canada. During various experiments, it
became evident that the microwave scattering coefficient (s°)
at 5.3 GHz was affected by environmental conditions such as
cloud cover, temperature, and precipitation. Detailed surface
validation data were used to investigate the relationship
between physical, electrical, and energy balance characteris-
tics of the seasonal evolution of s° for both 1992 [Barber et
al., 1994] and 1993 [Barber et al., 1996]. These statistical
studies indicated that a relationship existed between the time
series s and physical aspects that control the temperature
regime through the snow—sea ice interface. In both years, we
attributed the changes in the microwave response to a change
in the physical characteristics of the snow volume and the
near-surface frazil layer of the sea ice, which in turn was
created by changes in the surface energy balance of the
ocean—sea ice—atmosphere interface.

A more focused study was then conducted to examine the
relationship between sea ice thermodynamics and microwave
scattering within the spring transitional season [Barber and
Thomas, 1998]. In this work, we examined the role of cloud
cover in changing the microwave scattering over sea ice when
atmospheric temperatures were <-10°C (i.e., no water in
liquid phase within the snow cover, except for brine, and
minimal impact of radiative forcing on the thermodynamics
of snow and ice volume). Results showed that a cloud cover
caused an increase in scattering over low-magnitude
scattering targets (i.e., smooth first-year sea ice) by several
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decibels but that this change in scattering was not evident in
targets above about -19 dB (i.e., rough first-year, rubble, or
multiyear sea ice types). We concluded that the observed
phenomenon was related to the effect of temperature changes
on the brine volume within the basal layer of the snow cover
and/or within the frazil matrix near the upper interface of
first-year sea ice. From this work, we speculated that the
relationship may be related to snow thickness distributions
because of the thermal diffusivity of snow relative to that of
sea ice and the associated thermodynamic control on brine
volume and complex permittivity [Barber and Thomas,
1998].

In this work, we extend our previous results and examine
the physical mechanisms that cause this subtle change in
scattering. We conceptualize this problem as a “physical-
thermodynamic-scattering” relationship. We are interested in
how the thermodynamics affect the geophysics of the system
(including dielectrics) and how this change is manifested in
scattering at microwave frequencies. In particular, we are
interested in the relative contributions of the basal snow layer
and the interfacial frazil ice layer to the observed change in
scattering. From a physical perspective, this can be
conceptualized into the following potential mechanisms: (1)
scattering from large kinetic growth grains in the snow basal
layer itself, (2) scattering from brine inclusions within the
snow basal layer, (3) scattering from brine pockets within the
surface frazil layer of the first-year sea ice, and (4) scattering
from small-scale roughness at the interface between snow and
sea ice. The second and third mechanisms are thermodynami-
cally driven through the effect of temperature changes on
brine volume (particularly once basal layer snow tempera-
tures exceed about -7°C). Rough surface scattering depends
on permittivities of snow and sea ice, which 1s related to the
temperature dependence of the brine liquid phase distribu-
tions. Temperature metamorphism also controls grain size
through processes of vapor diffusion [Colbeck, 1982]. In
each case, snow thickness distributions are related to these
mechanisms by means of the thermodynamics which
determine the temperature profile through the snow and sea
ice. In what follows, we examine these issues from both
modeling and observational perspectives.

3. Methods

Data for this research were collected during the Seasonal
Sea Ice Monitoring and Modeling Site experiment in 1993
(SIMMS’93). SIMMS is a multidisciplinary research program
that has been conducted annually from Resolute Bay on
Cornwallis Island in the central portion of the Canadian
Arctic Archipelago (Figure 1). This longitudinal field study
was initiated to collect baseline geophysical data from snow-
covered sea ice, to relate these to climatic and biological
processes operating through the ocean—ice—atmosphere
interface, and to develop an understanding of how remote
sensing data can be used to parameterize selected variables
[LeDrew and Barber, 1994]. The ice within this region
consists of a mixture of multiyear ice imbedded within a first-
year ice matrix. Snow density is high, with thickness ranging
from 5 to 50 cm. The methods pertinent to the objectives of
this paper are reviewed here; further details are available
elsewhere [Barber and Thomas, 1998].
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Figure 1. Seasonal Sea Ice Monitoring and Modelling Site (SIMMS) field location for the period April - July
1993. Consolidation periods and average snow and ice thickness conditions are denoted within 4 different

consolidation zones within the study area.

3.1. Surface Measurements

Detailed physical, electrical, and energy balance variables
were measured at a first-year (FY]) sea ice site over the period
from April 22 to June 20, 1993. Energy balance towers were
stationed over both multiyear and first-year sites. Compo-
nents of the energy balance were recorded as 15 min. averages
by Campbell Scientific Instruments data loggers (model
21X). Snow and ice temperatures were measured using
thermocouple profiling sensors embedded within the snow
and ice volumes. Two sites were instrumented for the
temperature profiles. In early May, the snow depths at these
sites were 12 and 24 cm, respectively.

Physical properties of the snow volume were obtained
from pits located within an area immediately adjacent to a
thermocouple array associated with the microclimate stations
(1.e., MYI and FYT sites). Crystal pits consisted of a
rectangular excavation of ~ 0.5 m2. All measurements were
obtained from the diffusely illuminated snow wall perpen-
dicular to the direct beam illumination. Snow grain
photographs were obtained from each level by removing the
sample with a purpose built grid and photographing them at a
fixed distance using a 35 mm camera and 60 mm microlens.
These photographs were then digitized into a computer,
where an operator identified individual snow grains. The
two-dimensional representation of the snow grain area was
automatically computed and output to a database. Snow
density was measured using a gravimetric approach, and
salinity was measured using an Atago optical salinometer.
Further details on these methods are available elsewhere
[Barber et al., 1995].

Physical properties of the sea ice volume were acquired
from ice cores. The salinity, density, and temperature were
measured in situ from the extracted cores (and ice temperature

continuously at the climate stations). Vertical and horizontal
thin sections were prepared from the cores and photographed
under polarized light to reveal details of ice microstructure.
Digital analysis of the thin sections was used to derive the
fractional volumes, size, and shape of the inhomogeneities
over the vertical dimension of the ice core. Thin sections
were prepared according to a double-microtoming technique
[Shokr and Sinha, 1994].

The segmentation of the study area into four consolidation
periods was done using archived ERS 1 data from the
accretion period, Canadian Ice Services Ice Charts, and in situ
observations of snow and ice thickness (as part of a
reconnaissance field sampling program between April and
June 1993).

3.2. ERS1

The Earth Resources Satellite 1 (ERS 1) synthetic aperture
radar (SAR) data were used in these analyses. ERS 1isina
Sun-synchronous, near-polar orbit with a mean altitude of
785 km. The sensor transmits and receives vertically
polarized (VV) microwavelength energy at an average
frequency of 5.3 GHz (C band). The SAR looks to the right of
the spacecraft at a 23° average incidence angle and images a
continuous surface swath of 100 km when it 1s within range of
a suitably equipped ground receiving station. Processing of
the ERS 1 SAR data were done at the Alaska SAR facility
(ASF), University of Fairbanks, Alaska. The low-resolution
ASF product (four look, 100 m pixel spacing) was used here.
Calibration of the image data to a microwave scattering
coefficient (s°) was done according to Olmsted [1993].

From the complete SIMMS’ 93 data set, we selected two
cases for detailed study: May 6, 0/10 cloud cover and a daily
average air temperature of -18°C; and May 9, 10/10 stratus
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cloud cover and air temperature of -11°C. We acquired two
ERS 1 scenes from the Alaska SAR facility, local overpass
times of 2223 and 2229 LT for May 6 and May 9, respectively.
A program was written to compute a bivariate histogram that
shows the frequency of co-occurrence of s° between the May
6 and May 9 dates. Anearest-neighbor decision was imposed
to minimize changes in radiometry due to the georectification.
No change in scattering between the two dates would result in
most of the histogram values occurring along the zero-
difference diagonal. A 1.5 dB envelope was constructed
along the diagonal to illustrate significant departures in
scattering between the cold and warm cases.

3.3. Microwave Modeling

The microwave scattering model implemented here
includes the scattering processes from ice grains and brine
inclusions in snow, brine pockets in frazil sea ice, and a small-
scale roughness (undeformed sea ice) at the interface between
the snow and sea ice layers. This complete structure of the
model allows the examination of all the scattering
mechanisms set forth in section 3.2. Furthermore, effects on
wave speed and wave attenuation in the presence of multiple
species of scatterers are accounted for consistently under the
strong permittivity fluctuation theory with the same statistical
description used in the scattering calculations with the
layered system.

The effective permittivity of an inhomogeneous medium
characterizes wave speed and wave attenuation. The strong
permittivity fluctuation theory [Tsang and Kong, 1981],
which can account for a higher fractional volume of scatters
and a stronger difference between scatterer and background
permittivities, includes the scattering effects on wave
propagation due to the inhomogeneities such as ice grains and
brine inclusions in snow and brine pockets in sea ice.
Physically, electromagnetic waves lose energy along the
propagation direction because the inhomogeneities scatter
part of the wave in other directions, causing the scattering loss
in addition to the absorption loss. The scatterers also modify
the wave speed. Thus snow and sea ice are inherently
dispersive because of the presence of the scatterers. These
effects are represented by a scattering term together with the
quasi-static part in the effective permittivity e eff in (1).

Edf = £g+ Esc

M
where eg 1s the quasi-static effective permittivity determined
by the Polder-van Santen mixing and esc accounts for
multiple scattering effects of the scatterers. The snow layer
consists of ice grains and brine inclusions with different sizes,
shapes, orientations, and permittivities of the individual
constituents. In the frazil ice layer, brine pockets are
nonspherical and randomly oriented because of the unaligned
nature of the crystallographic ¢ axes of the polycrystalline ice
(Th) in this layer. Furthermore, effective permittivities of both
snow and sea ice are dependent on temperature not only
because the constituent permittivities are functions of
temperature but also because the phase (solid ice, liquid
brine, and air) distributions are driven thermodynamically
[Cox and Weeks, 1983]. Complex expressions of effective
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permittivities in (1), including all of the above properties of
snow and sea ice, have been derived and reported elsewhere
[Nghiem et al., 1993, 1995a, 1996].

Backscatter from the multiple species of scatterers is
obtained under the wave theory for the snow-covered sea ice.
Dyadic Green's functions for layered media are used to
account for multiple reflections, refractions, and transmis-
sions at the interfaces between air and snow, snow and sea ice,
and sea ice and seawater. Effective permittivities of snow and
sea ice given by (1) are used in the distorted Born approach
for the scattering effects of wave propagation in inhomoge-
neous scattering media. In this approach, the competitive
effects of wave scattering and wave loss can be visualized as
follows: more scatterers give rise to stronger backscatter, but
scatterers deeper in the medium are partially shielded because
the upper inhomogeneities scatter away some of the wave
energy. It is noted that both absorption loss and scattering
loss in the electromagnetic wave attenuation are accounted
for. The model consistently treats the backscatter and
effective permittivity using the same statistical descriptions
for the multiple scatterers in the layered configuration (snow
covering sea ice over seawater). In this case, the ensemble
average of the scattered field correlation is expressed in (2)

_ . 2 Nn XYz 27 nm 27
(EMeEN=Y Y Yki[dy[ds[da
n=1 t=1 i,j,kI,m ¢ 0 0
.jdrn J.dfnopn(a,ﬁ,y/)cténmm(?n,fno;a,ﬁ, 7)
V V

n n

‘BGOnij (F,Fn )X Fnk(?n >]

'IgGOniI (F’Fno)x an("n())]* (2)
.where Es is the scattered field, n=1 denotes the snow layer,
n=2 is the sea ice layer, t represents different species of
scatterers such as brine inclusions and snow grains, Nn is the
number of species in layer n, and Vn is the volume occupied
by layer n. The probability density function pn(a,b,g) is for
the orientation distribution of the scatterers with Eulerian
angles a, b, and g; these angles completely specify the
orientation of a nonspherical scatterer in three-dimensional
coordinates. In (2), G is the mean dyadic Green's function, F
is related to the radar-transmitted waves, and C is the
correlation function statistically characterizing the geometri-
cal and physical properties of the scatterers. The physical
meaning of (2) is that the expected value of the scattered field
power is determined by the excitation field F subject to the
medium response described by the Green’s function G, the
scatterer physical statistics represented by C and the scatterer
orientation statistics given by p. From the scattered field
correlation (2), the radar backscatter is determined by (3):

4Lr2<E;BE*VS>

Sy =i
woe = 1IM E e

roe A
A—co

3)
where A 1s the area of the radar resolution, r 1s the distance
between the radar and the targeted area, and Ei is the
transmitted fields. Wave polarizations are described by m, , t,
u, and k, which can be horizontal (h) or vertical (v). For the
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case of ERS 1 SAR, all transmitted and received polarizations
are vertical (m=u=t=k=v) and the backscatter is denoted with
s®=smtuk. Mathematical expressions for s® have been derived
from Ngheim et al. [1995b, and further references therein] for
snow-covered sea ice.

Furthermore, field observations indicate that there is a
small- scale roughness at the interface between snow and sea
ice [Barber et al, 1995]. The roughness introduces
discontinuities, which modified the boundary condition,
giving rise to the rough surface scattering. In the layered
system of snow cover on sea ice, the incident wave field at this
interface undergoes the reflection, refraction, and transmis-
sion effects at medium boundaries and the current induced by
the incident wave field on the snow-sea ice interface
reradiates and thus contributes to the total scattered field
measured by the radar. The rough surface scattering depends
on the roughness characterized with the standard deviation
height s and the surface correlation length 1. Expressions
under the Kirchhoff approximation for rough surface
scattering from the layered system of snow-covered sea ice
with relatively smooth surface of undeformed first-year sea
ice have been derived by Nghiem et al. [1995b]. For a very
rough surface, higher-order surface scattering including
shadowing effects, and also, the modification of the boundary
conditions in the layered snow and sea ice media need to be
included; however, we do not consider the ice type with a very
rough surface in this analysis because the backscatter will be
dominated by the surface roughness characteristics rather
than the thermal properties of the snow ice interface.
Backscatter from such rough sea ice types is very strong and
can be distinguished from smoother ice types with weaker
backscatter. The microwave model discussed in this section
will be applied to investigate the scattering mechanisms from
the snow cover on sea ice undergoing thermodynamic
variations at the SIMMS site using in situ snow, ice, and
environmental parameters.

3.4. Thermodynamic Modeling

A common physically based thermodynamic model
[Maykut, 1978, Cox and Weeks, 1988; and Nakawo and
Sinha, 1981] 1s used to compute snow and ice temperature
profiles using density and fractional volumes within both the
snow and sea ice for the purpose of diagnosing the role of
various snow/ice thickness combinations on the snow/ice
interface temperature. Nakawo and Sinha [1981] found that
the model provided a good fit to both snow and sea ice
temperature profile data collected in the Canadian Arctic in
April and February. Validation of the model within the
SIMMS site and experimental conditions described here also
showed excellent agreement between measured and modeled
temperature profiles [Barber, 1992]. The model assumes
constant thermal conductivities within a snow and sea ice
volume and 1s appropriate for high-density snow over first-
year sea ice that 1s dry and homogeneous throughout. The
model does not consider the complexity associated with the
brine layer at the base of the snow on first-year sea ice. The
snow/ice interface temperature (Ts/1) is computed as (4):
kAT kT,

kdh +khy

)

where the temperature gradient within the snow volume Gs
and 1n the sea ice Gi are computed by

25,793

L

Gsz#
(ks/ k)i + hg
®)
Tm_Ta
G =—F——
by + (ki /ks)hs
(6)

where ks and ki are the effective thermal conductivities of
snow and sea ice, respectively; Tm, Ta, and Ts/i are the
temperatures of the melting point of sea ice (-1.8°C), air
temperature, and the snow/ice interface temperature, respec-
tively; and hi and hs are the thickness of the sea ice and snow
respectively.

An expression for computation of the effective thermal
conductivity (7) of snow was developed from data presented
by Pitman and Zuckerman [1967]

ks =0.282 - 1.83x +4.545x2

O
where X 1s snow density, expressed in gem-3 and ks is thermal
conductivity in Wm-1°C-1. The expression is considered
valid over the density range 0.1 to 0.6 gem-3 at an average
bulk snow temperature of -5°C. For bulk snow temperatures
lower than -5°C, an approximate solution is to subtract
0.0036 Wm-1°C-1 from the value obtained from (7) for
temperatures down to -27°C.

3.5. Analysis Approach

In what follows we present observed values for physical,
electrical, and temperature data from the FYT site during
SIMMS’93. We review the basic processes affecting the
physical-thermodynamic-scattering relationship being exam-
ined here. We then determine the physical parameters
required by the microwave model from measured field data
and from published empirical relationships for temperature-
dependent variables. Once the parameters are obtained, they
are used directly in the microwave model, and no parameter
“twiddling” 1s allowed. The calculated results are compared
to determine the backscatter response to the temperature
change as predicted by the microwave scattering model. We
then examine each of the scattering components to investigate
the scattering mechanisms and study how they are related to
the thermodynamic variation. We then allow for the
appropriate changes in temperature-dependent parameters
given by the empirical relationships described above. This
analysis will reveal the dependence of backscatter change
driven by the temperature variations as a function of the
thickness of the snow cover.

4. Results and Discussion
4.1. In Situ Physical Properties

The snow cover at the FYT site was a typical multilayer
system. The bulk salinity increased from the frazil ice surface
(13 parts per thousand) upward into the snow layer (14-22 ppt
at the 2 cm level; Figure 2). This increase in bulk salinity
results from brine wicking mechanisms between the snow and
ice surface and as a result of the destruction of early season
frost flower formation on the ice surface. The gradual decline
in salinity upward into the snow volume results from capillary
suction at greater distances from the source (1.e., ice surface).
Note that, at this time in the seasonal evolution, there is no
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Figure 2. Profile plots of first-year (FY1) snow and ice surface salinity (S1), brine volume (V.b), average grain
area, snow density, modelled dielectric permittivity, ¢ and loss €. All variables were measured in situ at

approximately solar noon on May 6 and May 9, 1993.

systemic gravity drainage of bulk salinity within the snow
cover and there is no water in liquid phase within the snow
volume (we distinguish water in liquid phase as separate from
that contained as brine in the basal snow layer). The brine
volumes illustrate the interaction of temperature and bulk
salinity. The lower 4 cm of the snow volume contains
significant amounts of brine (Figure 2), with the 2 cm layer
being marginally higher than the 4 cm level owing to the
lower snow density (yet higher bulk salinity) at the 2 cm level.

With a thermal gradient in excess of 30°m-1, we expect
snow metamorphism to be dominated by temperature
gradient, vapor diffusive processes. The grains in the center
of the snow volume will be growing by ~ 0.1 to 0.5 mm?d™*
[Barber et al., 1995], with smaller grains being integrated into
larger grains owing to their higher surface vapor pressure
[Colbeck, 1982]. Grains in the basal layer will grow by vapor
diffusion under these temperature conditions and take on a
kinetic growth form typical of “depth hoar” [Colbeck, 1986].
The complex permittivity of the snow volume and ice surface
(Figure 2) 1s dominated by the brine volume of the material
and forms the fundamental physical-thermodynamic link
being examined here.

4.2. Modeling Evidence

4.2.1. Physical parameters. Field data show that the total
snow layer (all 12 cm) consists of dry snow with very small
rounded ice grains in the top 8 cm and large kinetic growth
grains with significant salinity and brine volume in the basal
layer of the snow cover (2 and 4 cm levels). Since the dry
snow 1is transparent to electromagnetic waves at 5.3 GHz and
the scattering is estimated to contribute only a small fraction
of a decibel to the total scattering owing to the small size of
ice grains, the dry snow layer will be ignored in the following
analysis. Profiles of physical parameters used in modeling
the thin snow case (Figure 3) are derived from the field data
and published empirical relations for temperature-dependent
variables.

For the case of the cold snow cover over sea ice, the bulk
(averaged) physical parameters are listed in Table 1. The
fractional volumes of ice, brine, and air are determined by the
thermodynamic distribution of the phases based on observed
temperature and salinity [Cox and Weeks, 1983]. The
permittivity of ice depends on temperature, and its real part is
obtained from an empirical relation by Vant et al. [1978] and
the imaginary part from Tiuri et al. [1984]. The complex
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Figure 3. Thin snow case physical parameters for the cold and warm conditions used to initialize the forward

scattering model.

permittivity of brine is also a function of temperature as given
by Stogryn and Desargant [ 1985]. The empirical relations are
also applied to the sea ice layer (at a different temperature
according to the in situ temperature profile).

Note that for all cases the parameters are obtained from the
input data reported in the previous section, measured above
the depth of 20 cm in the 1.7 m thick first-year sea ice. This
will not affect the conclusions reported here since penetration
depth at C band (5.3 GHz) 1s <20 cm in lossy sea ice.
Seawater has a salinity of 30 ppt at the melting temperature of
-1.8°C for saline water. Permittivity is computed according to
Klein and Swift [1977]; however, this parameter is not
considered important because the FYT 1s thick. Similarly, the
parameters for the warm snow case are shown in Table 2.

Scatterer sizes and shapes are modeled with volumetric
correlation lengths, which are related to physical sizes by the
equicorrelation volume method [Yueh et al., 1990; Nghiem et
al., 1996]. For ice grains in the cold basal snow layer, the
average minor and major axes are 2.8 and 4.3 mm,
respectively; these correspond to correlation lengths of 0.8
and 1.2 mm, respectively, by a factor of [Nghiem et al.,
1996]. In the measurements of snow grain size, grains were
transferred from the snow sample and laid on a flat surface to

be photographed. Since the minor and major axes are
different, we assume that, on average, the ice grains have a
problate spheroidal shape with the given axes, so that they lie
on the specimen surface in a stable position and appear as
elliptical cross section with the same axes as in the
photograph [Barber et al., 1995]. Within the basal snow layer,
we use a random distribution for the ice grain orientation
since the grains grow both parallel and perpendicular to the
direction of the vapor pressure gradient.

Data on brine inclusion size and shape in snow are not
available directly from in situ measurements. We assume that
the inclusions have a spherical shape with an average size
similar to the average of the ice grain axes given above; this
results in a correlation length of (0.8+1.2)/2=1 mm for the
brine inclusions. This is because the snow is in the pendular
regime, and, for purposes of simplicity, we assume the brine
inclusions are unconnected and distributed in the intercellular
space between randomly oriented ice grains. Note that the
liquid brine data in Table 1 are well below the liquid
saturation transition into the snow funicular regime [Colbeck,
1982].

In sea ice, brine is sandwiched between ice platelet
boundaries and forms brine pockets, which are substantially



25,796

Table 1. Bulk Physical Parameters for the Case of Thin,
Cold Snow-Covered Sea Ice
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Table 3. Model Results for the Thin Cold Snow and Thin
Warm Snow Cases

Parameter Symbol Basal Snow Sea Ice Parameter Symbol Thin Cold Case Thin Warm Case
Thickness, m d 0.04 1.7 Effective Eaow 1.45 +i5.04 * 10 1.51 +i9.81 * 1073
Temperature, °C T -13.7 -12.4 Permittivity, €o €enice 371 +il.62 *1034.67 +i4.38 * 10"
Salinity, 0/00 S 13.3 8.9 Vertical
Volume fraction, /0 fic. 25.1 96.5 backscatter, dB c° -21.1 -18.6
Jrine 13 35
Correlation length, /. 080812 ---
mm
Lorine 1.01.01.0 0.5050.1 correlation length. These roughness parameters are based on
Permittivity, €o Bice 3.19 +i1.06 *10*3.19 +il.11 * 10®  replicate sampling with a photographic surface roughness
Ebrine 36.8 +i42.4 38.5+i43.3 instrument [Clausi and Zagon, 1993].

nonspherical. The average measured major axis of the brine
pockets is 1.6 mm for the frazil ice layer [ML.E. Shokr,
personal communication], corresponding to an approximate
correlation length of 0.5 mm. For a substantially
nonspherical shape of the sandwiched brine, we take the brine
pockets to be randomly oriented oblate spheroids with a
minor correlation length in the submillimeter scale of 0.1 mm.
A random orientation is observed for brine pockets in the
frazil ice [MLE. Shokr, personal communication]. Such
random orientation is common in frazil ice within the study
area, owing to the unalignment of ¢ axes in the frazil
polycrystalline ice structure [Shokr and Sinha, 1994].

When the temperature increases, the brine volumes in
snow and sea ice also increase according to the eutectic phase
distribution curve [Cox and Weeks, 1983]. The higher
temperature in the warm case causes melting at the adjacent
ice grain boundaries, thereby increasing brine volume at the
expense of ice volume in both snow and sea ice. We use this
effect to estimate the scatterer correlation lengths with the
same axial ratios for the warm case by means of the
conservation of scatterer numbers [Nghiem et al., 1998]. In
this case, the linear size increases by the cubic root of the
volume expansion ratio. The results are 1.3 mm for the brine
correlation length in snow and 0.67 and 0.14 mm for sea ice.
Data on minor and major axes of ice grains in snow do not
show differences within the measurement uncertainty and are
taken to be unchanged between the warm and cold cases. For
the undeformed, smooth FY sea ice in both the cold and warm
cases, the average roughness parameters at the interface
between snow and sea ice are estimated to be 0.6 cm for the
standard deviation height and 15 cm for the surface

Table 2. Bulk Physical Parameters for the Case of Thin,
Warm Snow-Covered Sea Ice

Parameter Symbol Basal Snow Sea Ice
Thickness, m d 0.04 1.7
Temperature, °C T -5.8 -4.7
Salinity, 0/00 S 13.3 8.9
Volume fraction, /0 fic. 23.6 91.1
Sorine 2.8 8.6
Correlation length, /. 080812 ---
mm
Lsine 131313 0.67 0.67 0.14
Permittivity, €o Eice 3.19 +i1.42 *10°3.19 +il.47 * 1073
€prine 49.5 +i44.2 52.0 +i43.5

4.2.2. Backscatter response to temperature change.
Input parameters required for the microwave model are (1)
fractional volumes, (2) correlation lengths, and (3) permittivities
of the different species of scatterers in the snow and sea ice
layers within given thicknesses. These parameters are taken
from Tables 1 and 2 to calculate both effective permittivities
and backscattering coefticients. The roughness parameters
are used to obtain the surface scattering contribution, subject
to the scattering loss characterized by the effective
permittivities and to the layer effects of snow-covered sea ice.

For the cold snow cover case, the vertical backscatteris -
22.1 dB at the operating frequency of 5.3 GHz and at the ERS
1 look angle of 23°. In the warm snow cover case, the vertical
backscatter at the same frequency and incidence angle
increases to -18.6 dB. Thus the model estimates an increase
of 3.5 dB associated with the physical changes induced by the
temperature increase in the snow cover on smooth
undeformed FY sea ice. The results show a slight increase in
the effective permittivity of the basal snow and a stronger
increase in the effective permittivity of frazil ice.

The backscatter increase is contributed by several factors:
(1) the increase in brine permittivities with temperature in
both snow and sea ice, which enhances the contrast between
brine and the background medium and thus strengthens the
scattering effects; (2) the higher brine volumes in snow and
sea ice at the higher temperature; (3) the enlargement of brine
scatterers, which leads to large cross sections and stronger
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Figure 4. Reduction in backscatter from full scattering
mechanisms by: (1) eliminating scattering from ice grains in
snow, (2) eliminating scattering from brine inclusions in snow,
(3) eliminating scattering from brine pockets in frazil ice, and
(4) eliminating rough surface at the interface between snow and
sea ice.
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Figure 5. Thick snow case physical parameters for the cold and warm conditions.

backscatter; and (4) the increase in effective permittivity
contrast across the interface between snow and sea ice. The
results for effective permittivities and backscatter response to
the temperature change are summarized in Table 3.

4.2.3. Scattering mechanisms in snow-covered sea ice. To
investigate the contributions from different scattering
mechanisms in the snow-covered sea ice system, we eliminate
the scattering effects of each individual component and
calculate the change in the total backscatter. To remove the
scattering effects of ice grains in snow, we reduce the grain
size to zero. This approach consistently accounts for the
reduction in backscattering as well as the scattering loss while
preserving the salinity and the quasi-static effective
permittivity of snow. In this case, the effective permittivity in
(1) becomes eeff = eg. Note that in the quasi-static limit, the
effective permittivity does not depend on the scatterer size;
therefore taking the limit as the scatterer size approaches zero
removes the scattering term while preserving the existence of
the scatterer material in the multiple dielectric mixing, and the
absorption loss of such material is still accounted for. The
same approach is applied to brine in snow and sea ice. The
rough surface scattering is removed by setting the standard
deviation height to zero. The reduction in backscatter

between these cases, from that of the case with all scattering
mechanisms included, is listed in Figure 4 for both the cold
and warm snow-covered sea ice. This analytical approach
results in a large backscatter reduction when an important
scattering mechanism is eliminated.

Figure 4 shows that the scattering from the basal snow
layer is most important in both cold and warm cases. The
brine inclusions in sea ice have some contribution to the total
scattering, and the contribution from the surface scattering of
the smooth FY ice contributes the least to the scattering
change. In the cold case, removing the ice grain scattering in
the basal snow reduces the backscatter by 3.6 dB. This
indicates that the grain scattering accounts for a little more
than half of the total scattering. The other half of the total
backscatter is primarily from the brine in snow and sea ice. As
the temperature increases in the warm case, this situation is
reversed and the brine scattering becomes larger than that of
ice grains. These results indicate that the increase in the
backscatter between the cold and warm snow cases is caused
by the thermal modification on brine volumes in snow and sea
ice.

To confirm this result, we use the model to simulate the
desalination effects, which results in a weaker increase in
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backscatter since the total brine volume 1s decreased by the
desalination. This explains the observation that the backscat-
ter increase with temperature does not occur for MY sea ice as
observed by Barber and Thomas [1998]. This 1s because the
MY surface contains much less salinity compared with that of
FY ice and is dominated instead by volume scattering within
the hummocks.

In all of the above cases for smooth FY ice, the roughness

1s small and its effects driven by the temperature change are
not clear. We amplify the roughness effects by using the
model to simulate the results for rougher surfaces, but keep it
smooth enough to satisty the validity condition of the
Kirchhoff approximation [Tsang et al., 1985]. The simulation
shows an increase in backscatter between the cold and warm
cases (sOwarm - sO cold > 0) having a rougher surface (the
same roughness is used in both cases). This is because the
permittivity contrast between snow and sea ice across the
interface increases with higher temperature as shown in
Tables 1 and 2. However, simulations with several pairs of
cold and warm cases at different roughnesses show that the
amount of backscatter increase is weakened as the surface
becomes rougher (DsO = sOwarm - sO cold) is smaller with
larger roughness). This trend follows ERS 1 observations
reported elsewhere [Barber and Thomas, 1998].
4.2.4. Thermodynamic effects with different snow thick-
nesses. To study the dependence of snow thickness on the
change in microwave scattering, we consider a 24 cm thick
snow cover (double the snow thickness examined above).
Thermodynamically, this thicker snow cover results in a
smaller temperature gradient within the snow volume and an
elevated temperature (relative to the thin snow case) at the
snow/ice interface. Associated changes in physical param-
eters occur because of the relationship between the
geophysics and thermodynamics of the volume. For example,
the thick cold snow cover warms the surface temperature
between the snow and sea ice to -10.2°C compared to -12.9°C
for the thin cold snow case. Consequently, the brine volumes
increase in the basal snow and the frazil ice above and below
the interface. The physical parameters are plotted in Figure 5.
All permittivities are changed as functions of temperature,
and the scattering is modified by such changes.

In the case of thick snow cover at the warmer air
temperature of —10°C, we observed a smaller temperature
gradient within the snow/ice system. Note that the
temperature profile was measured in situ for the thick warm
case and was modeled for the thick cold case. Compared to
the cold and warm cases of thin snow in Figure 3, the cases for

Table 4. Bulk Physical Parameters for the Case of Thick,
Cold Snow-Covered Sea Ice

Parameter Symbol Basal Snow Sea Ice
Thickness, m d 0.08 1.7
Temperature, °C T -11.5 -9.8
Salinity, 0/00 S 94 8.9
Volume fraction, /0 fic. 29.2 95.7

Sorine 1.1 43
Correlation length, /. 080812 ---
mm

Lsine 1.01.01.0 0.50.50.1
Permittivity, €o Eice 3.19 +i1.15*10°3.19 +il.22 * 1073

€prine 39.7 +i43.8 423 +i44.6

BARBER AND NGHIEM: SNOW ON SEAICE

Table 5. Bulk Physical Parameters for the Case of Thick,
Warm Snow-Covered Sea Ice

Parameter Symbol Basal Snow Sea Ice
Thickness, m d 0.08 1.7
Temperature, °C T -8.8 -8.0
Salinity, 0/00 S 94 8.9
Volume fraction, /0 fic. 28.9 94.8
Sorine 14 52
Correlation length, /. 080812 ---
mm
Lsine 1.11.11.1 0.530.530.11
Permittivity, €o Eice 3.19 +i1.27 *10°3.19 + il .31 * 1073
€prine 439 +i44.8 453 +i44.8

thick snow in Figure 5 show a smaller increase in surface
temperatures, commanding a smaller increase in brine
volumes. Since the thermodynamically driven brine distribu-
tion is important to the backscatter, as indicated in the above
results, the backscatter change due to the thermal effects will
be related to the snow thickness.

We couple the thermodynamic changes induced by the
thick snow cover with the microwave model to estimate the
consequent effects on the backscatter change. The average
parameters are presented in Tables 4 and 5 for the thick cold
snow and thick warm snow cases, respectively. We use the
thermally modified values for brine volumes, brine geometry,
and permittivities in the 8 cm basal snow layer and 1.7 m FY
ice layer to calculate the backscatter for the cold and warm
cases. The same roughness for smooth FY ice is also applied
to these cases. The model results are listed in Table 6 for
effective permittivities and backscatter. The results show (1)
an increase in backscatter from -22.1 to -19.7 dB between thin
cold snow and thick cold snow cases; (2) a slight change in
backscatter from -18.6 to -19.0 dB for thin warm snow and
thick warm snow cases; and (3) consequently, a smaller
increase of 0.7 dB in the backscatter for the thick warm and
cold cases compared to the backscatter increase of 3.5 dB for
the thin snow cover cases. Note that the temperature
dependence of wave propagation and associated changes in
scattering loss in the layered system are accounted for with
the temperature-dependent effective permittivities.

These modeling results indicate that we can expect a larger
change in scattering, between a warm and cold condition
surface, for a thin snow cover relative to a thick snow cover.
This change will only be detectable if the following
conditions are met: (1) sufficient brine in the basal layer of the
snow and within the surface frazil layer of the first-year sea
ice; (2) a surface geometry that can be considered “smooth”
within the Kirchhoff limits used here, and; (3) kinetic growth
snow grains within the basal layer of the snow volume of
sufficient size to become scattering centers at 5.3 GHz.

Table 6. Model Results for the Thick, Cold Snow and
Thick, Warm Snow Cases

Parameter Symbol ~ Thin Cold Case Thin Warm Case
Effective Eanow 1.52 +i4.77 * 103 1.53 +i5.67 * 10
Permittivity, €o €eenice  3.85 +i1.98 *1034.00 +i2.34 * 10!
Vertical

backscatter, dB c° -19.7 -19.0
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Figure 6. Bivariate plots of cold and warm cases from ERS 1 backscatter.

4.3. Observational Evidence

Comparison of two different ERS 1 subscenes shows that
there 1s a detectable increase in scattering between cold and
warm atmospheric temperatures (Figure 6). The bivariate
histogram shows a significant increase in scattering for
targets below ~-19 dB. Our working hypothesis throughout
this paper is that the thickness of the snow cover should
determine how much the scattering changes between the cold
and warm cases. Our premise 1s that a thicker snow cover will
result in less thermodynamically related change at the snow/
ice interface, and this will translate into a smaller change in
scattering relative to that in the thin snow case when
contrasting change in scattering between warm and cold
cases.

To further examine the ERS 1 data we first separated the
scene into those pixels with a scattering magnitude of <-19
dB, since this is our primary range of interest. We then
geometrically corrected the May 9 scene to the May 6 scene
and constructed a change detection image by subtracting the
two dates (Figure 7a). Aland mask was applied to the change
image, so that differences were observed only for the
magnitude of the change in scattering over smooth first-year
sea ice targets. Given the coherent fading statistics of radar
and errors in the geometric correction, we can expect a
relatively “noisy” change image. To examine the trend in the
scattering change, we present two common filtering
techniques: a 5 x 5 median filter (Figure 7b) and a 5 x 5
Gaussian filter (Figure 7¢). Visually, both of these filtered
images suggest a pattern to the change in magnitude between
May 6 and May 9. By combining a contour plot of the average
change trend surface, we can produce a visually informative
map of both the location and magnitude of the change in
scattering (Figure 7d).

Qualitatively, it would appear that the change in SAR
scattering over smooth first-year sea ice follows a pattern that
closely resembles the general ice and snow thickness
conditions as defined by the consolidation periods (as
presented in Figure 1). We can see that in the earliest

consolidation period (point 1 in Figure 8), there is only a
slight change in scattering and that the largest contours of
change are located relatively close to land. In the second
consolidation area, the snow thickness 1s somewhat lower
(Figure 1) and the change in scattering appears to increase
(point 2 in Figure 8). The largest change in scattering is
observed south and east of Griffith Island. This area
corresponds very closely to the January consolidation area,
which had between 10 and 15 e¢m of snow (~50% of that in the
September consolidation area). Point 4 (Figure 8) appears to
have a moderate amount of change in scattering. We are
unsure of the ice and snow thickness conditions in this area,
because we did not visit the region during the field program.

Point 5 in Figure 8 appears to be a location of little or no
change 1n scattering. This area consolidated very late in
March and was only 30 cm thick by the time of our field
program. We speculate that the lack of change in scattering in
this area 1s due to the fact that with such a thin ice cover, the
snow/ice interface temperature would be a function of both
atmospheric and hydrospheric forcing. In the thicker ice
areas, the change imparted to the snow/ice interface
temperature 1s a direct function of the change in the surface
energy balance. With a 30 cm thick ice cover, we expect the
snow/ice interface temperature to be determined by the
oceanic heat flux and by the surface energy balance.

We modeled the snow/ice interface temperature (4) under a
range of snow thickness conditions for thick (1.85 m) and thin
(0.3 m) sea ice (Figure 9). The results show that for a given
change in atmospheric temperature, a thick ice cover
corresponds to a larger change in the snow ice interface
temperature, relative to that from a thin ice cover, for a
particular snow thickness. For example, in the case ofa 1.85
m ice sheet with 10 cm of snow; when the air temperature
increases from -20 to -10°C, we can expect an increase at the
snow ice interface from —16° to -8°C. For the same
conditions over a thin ice sheet (0.3 m), we get an increase at
the snow/ice interface from —8° to -5°C (8° versus 3° change).
We expect that this observation may contribute to the lack of
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Figure 7. ERS-1 data showing the spatial relationship between the May 6 and May 9 scattering conditions.
Change detection 1s computed by subtracting the 2 dates (A). This change image is then filtered using a 5x5
median convolution kernal (B) and a 5x5 Gaussian filter. A trend in the scattering change 1s then contoured to
illustrate the location and magnitude in the change in scattering (D).

scattering change between the May 6 and May 9 dates. The
smaller change in temperature at the snow/ice interface will
result in a smaller change in the complex permittivity and
hence a smaller volume scattering term from the snow volume
and brine inclusions within the basal layer of the snow (see
Figure 4). We note, however, that there are two complications
associated with this scenario. First, the higher temperature
associated with the thinner ice case results in a larger brine
volume, thereby potentially increasing the difference across
the thin ice case relative to that of the thick. Second, we are
unsure as to the size of the basal snow grains over this thin ice
case owing to the relatively short duration for kinetic grain
growth.

It is interesting to note that when we initialized our forward
scattering model with the average geophysical conditions
measured in situ, we observed strong agreement for both the
magnitude and change in scattering between the modeled and

ERS 1 data (Figure 10). Both the geophysical conditions and
their thermodynamic relationships appear to be well
represented in the scattering model. This lends support to the
notion of developing invertable models of the sea ice
scattering conditions, which may be used for the inversion of
both geophysical and thermodynamic characteristics of the
snow-covered, smooth first-year sea ice.

5. Conclusions

Both our modeling and observational evidence suggests
that the average relative scattering coefficient at 5.3 GHz (VV
pol) is sensitive to the thermodynamic structure of the snow/
sea ice system. It appears that changes to the snow/sea ice
thermodynamics are detectable in time series SAR data. We
conclude that within the conditions of this case study, there is
a detectable change in scattering over low-magnitude targets.
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Figure 8. General relationship between consolidation conditions
and the trend surface for change in scattering between May 6
and May 9. See text for description of numbers.

These scattering surfaces correspond to thick, smooth first-
year sea ice. Changes are not detectable over multiyear, very
thin, smooth first-year or rough forms of first-year sea ice
(compare Figures 7 and 1). The change in scattering between
air temperatures of —18° and -11°C resulted in a increase in
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the snow/ice interface temperature. This change caused an
increase in the complex permittivity of the snow basal layer
and within the surface frazil layer of the sea ice. The change
in scattering 1s well within the detection capabilities of most
spaceborne SAR (1-3 dB). The physical mechanisms causing
the change are, in order of relevance, as follows: the basal
layer snow grains, the brine pockets within this basal layer,
the brine pockets within the frazil layer, and the ice surface
roughness (Figure 4).

An increase in air temperature is shown to increase
scattering over smooth first-year sea ice. The increase in
scattering appears to be related, at least in the first order, to
the thickness of the snow cover over first-year sea ice. For a
given ice thickness and air temperature change, a thick snow
cover will result in a smaller change in the snow/ice interface
temperature (owing to the thermal conductivity of the snow
cover). This small change in the interface temperature will
result in a relatively small change in the brine volume at the
interface and the resulting complex permittivity, thereby
producing a relatively small change in scattering. A thin snow
cover produces a larger interface temperature change and
thereby a larger change in scattering. It is important to note
that the microwave scattering change is responding to the
brine volume and complex permittivity of the snow/ice
interface and that this interface will be dominated by
atmospheric forcing whenever the ice is sufficiently thick to
reduce the oceanic heat flux.

The results presented here represent an evolution in our
understanding of how we can use microwave remote sensing
for studies of ocean—sea ice—atmosphere processes. Our
results suggest that we may be able to use SAR as a means of
determining not only the geophysical state of the snow/sea ice

O T T T T T T T T
o 10 2036
8
-2
g -10 : _
% -3
|_
(]
&
[N
B 20 { :
=
3
= Snow Density = 350 kg-m3 Snow Density = 350 kg-m3
% Ice Depth = 1.85m Ice Depth = 0.3m
(% Air Temp = var. Air Temp = var.
_30 | | | | | | | |

0O 20 40 60 80

100 20 40 60 80 100

Snow Depth (cm)

Figure 9. Modelled relationship between ice thickness, snow thickness, air temperature and the snow/ice interface
temperature. The curves depict air temperatures of -10, -20 and -30°C. The change in the snow/ice interface

temperature is larger when the ice cover is thick.
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Figure 10. Modelled and ERS-1 scattering results for the thin
and thick snow cover cases showing good agreement both in
magnitude and change in scattering over the range of conditions
examined here.

system but also, given certain caveats, assess the thermody-
namic state of the system. The first practical application of
this theory may be in the estimation of snow thickness classes
over thick first-year sea ice. We are currently conducting a
field validation of the theory presented here to determine the
range of conditions over which this theory is operationally
valid. Other thermodynamically related issues such as the
strength of sea ice, ablation state, and estimation of ice
thickness are also being investigated.
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