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away, the door of Christopher Finlay was always open, to discuss results and texts or to help
me past mathematical obstacles, and to that I am very grateful.
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in your field of subject and support in your home and working environment. I, fortunately
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and provided a base where I have enjoyed coming to work. I would also like to give a heartfelt
thanks to Birte Hede, for making sure that my life as a PhD student has run as smooth as
possible and to always be there if I needed someone to talk to. In the final part of my PhD, I
have exploited the goodwill of many. It means a lot to me that so many have taken their time
to proofread parts of my thesis and provide supporting peptalks - Thank you, Ashley, Peter,
Nils, Chris, Lars, Stavros, Eigil, Nynne, Magnus and Niels for this great help. I furthermore
owe a great thanks to Liisa Juusola and Ashley Smith for discussions on ionospheric currents,
and to provide comparable plots for inter model comparisons of the auroral electrojet system.

Last, but not least, I would like to thank ESA for providing the prompt access to the Swarm
Level 1b data, and to the Reasearch Council of Norway, through the PETROMAKS research
programme, to provide the funds necessary for the completion of the PhD.
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Acronyms and symbols

Acronyms

AE Auroral electrojet
AMPERE Active magnetosphere and planetary electrodynamics response experiment
ASM Absolute scalar magnetometer
ATG Along track gradient
CGM Corrected Geomagnetic
CHAMP Challenging minisatellite payload
CME Coronal mass ejection
DEMA Danish Emergency Management Agency
Dst Disturbance storm-time
EAEJ Eastern auroral electrojet
EUV Solar extreme ultraviolet radiation
ESA European Space Agency
FAC Field aligned current
GPS Global positioning system
GSM Geocentric solar magnetospheric
Kp Planetarische Kennziffern (Planetary K index)
IGRF International geomagnetic reference field
IM Intensity model
IMAGE International monitor for auroral geomagnetic effects
IMF Interplanetary magnetic field
IRLS Iterative reweighted least squares
LCM Line current model
MAD Mean absolute deviation
MagSat Magnetic Field Satellite
MHD Magnetohydrodynamics
MLT Magnetic local time
NH Northern Hemisphere



PDF Probability density function
QD Quasi dipole
RMS Root mean square
RC Ring current
SAC-C Scientific Application Satellite-C
SECS Spherical elementary current system
SH Southern Hemisphere
Sq Solar quiet
SVD Singular value decomposition
TSVD Truncated singular value decomposition
UT Universal time
VFM Vector fluxgate magnetometer
VR Variance ratio
WEAJ Western auroral electrojet

Symbols

a Earth’s mean radius, set to 6371.2 km
A Design matrix for the calculations of J in the 1D SECS method
A Semi minor axis of ellipsis
Ac,r Curl-free part of A associated with Br

Ac,θ Curl-free part of A associated with Bθ

Ac,φ Curl-free part of A associated with Bφ

Ad,r Divergence-free part of A associated with Br

Ad,θ Divergence-free part of A associated with Bθ

Ad,φ Divergence-free part of A associated with Bφ

B Magnetic field
Br Radial magnetic field
B̃ Radial magnetic field in frequency domain
BH Horizontal magnetic field
Bmod Modelled estimate of the residual magnetic field observations (used in 1D SECS

method)
Bobs Residual magnetic field observations (used in 1D SECS method)
Bθ θ component of the magnetic field
B̃θ θ component of the magnetic field in frequency domain
Bφ φ component of the magnetic field
B|| Field aligned currents
δB Residual magnetic field
δBr Radial magnetic field residual



δBH Horizontal magnetic field residual
B Semi major axis of ellipsis
c Speed of light
C Constant
d Depth of superconductor
D Controlling the measure in which m is minimized in inverse problems
dobs Residual magnetic field observations (used in LCM)
dmod Modelled estimate of the magnetif field observations (used in LCM)
dδ Width of boxfunction
e Unit charge
E Electric field
êr Unit vector along the radial component of the magnetic field
êθ Unit vector along the θ component of the magnetic field
êφ Unit vector along the φ component of the magnetic field
f̂ Unit vector along constant QD latitude
F obs Magnetic field intensity
Fmod Main field and magnetospheric contribution to the magnetic field intensity
δF obs Residual magnetic field (ionospheric contribution)
F g Gravitational force
G Design matrix
G† General inverse of G
h Singular value number
H Horizontal component of the main field
IM Magnetic inclination
I Identity matrix
I Current strength and model parameters for the 1D SECS method
Id Divergence-free part of I
Ic Curl-free part of I
I2 Current strength and model parameters for the 1D SECS method estimated from

synthetic magnetic observations
ITSV D
cf Curl-free part of I estimated using TSVD regularization

ITSV D
df Divergence-free part of I estimated using TSVD regularization
j Line current amplitude
j′ non-rotated line current amplitude
J Sheet current densities
Jcf Curl-free part of sheet current densities
Jdf Divergence-free part of sheet current densities
Jr Radial component of the sheet current density
Jθ θ component of the sheet current density
Jφ φ component of the sheet current density



Jpeak Geomagnetic activity index of the peak strength and position of the western and
eastern electrojet

J tot Geomagnetic activity index of the total current at ±50β from the North and
South geomagnetic pole

Jmod Modelled estimate of the sheet current densities
Jobs Synthetic observations of the sheet current densities
k Number of model parameters
K Boltzman’s constant
m Model parameter vector
mLS Model parameter vector estimated with least squares regularization
mT ik Model parameter vector estimated with Tikhonov regularization
mL2 Model parameter vector estimated with Tikhonov regularization and a Huber

weghted misfit measure
mL2,D1 Model parameter vector estimated with minimization of the first order along

track differences on data and a Huber weighted misfit measure
mTSV D Model parameter vector estimated with TSVD regularization
mmaxent Model parameter vector estimated with Maximum entropy regularization
mL1 Model parameter vector estimated with minimization of an L1 norm of the second

order along track differences of model parameters along with a Huber-weighted
misfit measure

mL1,DI Model parameter vector estimated with minimization of an L1 norm of the first
order along track differences of model parameters along with a Huber-weighted
misfit measure

M Size of model parameter vector
M Design matrix for 1D SECS method
M c,r Curl-free part of M associated with Br

M c,θ Curl-free part of M associated with Bθ

M c,φ Curl-free part of M associated with Bφ

Md,r Divergence-free part of M associated with Br

Md,θ Divergence-free part of M associated with Bθ

Md,φ Divergence-free part of M associated with Bφ

n Number of observations
ne Electron density
ni Ion density
N Size of observation vector
N(A) Null space of m
Ne Number density of electrons
p Pressure
Pl Associated Legendre function
P̃l Non-normalized associated Legendre function
Q Q-response



Q̃ Q-response in frequency domain
QA Diagonal matrix in maximum entropy solution to inverse problems. Defined on

page 58
QB Matrix in maximum entropy solution to inverse problems. Defined on page 58
r Radius
r̂ Radial unit vector
rc Radius of superconducting layer
rk Radius of the model parameters
rn Radius of the satellite orbit (observations)
rI Radius of the ionosphere, 110 km above the Earth’s mean radius
R(A) Solution space of m in d
RM Model space
s Sensitivity of Huber weights
t Time
T Temperature
T Period
U An N × N orthonormal matrix consisting of basis vectors spanning the data

space, RN used in SVD
v Bulk velocity
vi Drift velocity of ions
ve Drift velocity of electrons
v̂ Unit vector along satellite track
V Magnetic potential
V ground Magnetic potential at ground
V sat Magnetic potential at satellite altitude
VR Variance ratio
W d Controlling the minimization norm of the model parameters
Wm Controlling the weight of individual observation points - Huber weights
X An M ×M orthonormal matrix spanning the model space RM
Z Vertical component of the main field.
α2 Regularization parameter (damping parameter) for regularized inverse problems
β Arc length angle of the satellite track
γ Rotation angle of ellipsis
Γ Transformation factor between ζ and χ
δ Angle between rotated and non-rotated currents
δF Magnetic field intensity caused by the auroral electrojet currents
δFmod Modelled estimate of δF
δθmod Model spacing
δθobs Observation spacing
∆ Distance between line currents
∆d Residuals between the observations and the model estimates



ε0 Permittivity of free space
ε Regularization parameter from Ekblom measure, ensuring non-singular solution

at jk = 0
ε Truncation parameter used in TSVD solutions
εA Truncation parameter for design matrix A
εM Truncation parameter for design matrix M
εd Truncation parameter for the divergence-free part of the calculations in M
εc Truncation parameter for the curl-free part of the calculations in M
ζ Internal ionospheric expansion coefficient
η Horizontal distance between line current and observation point
θ Co-latitude
θc Latitude of the centre of a synthetic electrojet
ι Internal induced expansion coefficient
κ Singular value number
µ0 Permeability of free space
ξ Radial distance between line current and observation point
ρ Mass density
σc Conductivity
σ2

∆δd Variance of the residuals between the observations and the model estimates
σ2
dobs

Variance of the magnetic observations
ΣP Pedersen conductance
ΣH Hall conductance
Υ Eccentricity of ellipsis
φ Longitude
φd Objective function for misfit between predicted data and observations
φd,tar Target misfit between predicted data and observations
φm Objective function for structure of model parameters
Φ Objective function for the inverse problems
χ External ionospheric expansion coefficient
ω Angular frequency
ωs Regularization parameter of maximum entropy solution



Coordinate systems

(r′, θ′, φ′) Local spherical coordinate system to the given SECS, with θ′ = 0 at the pole.
(r, θ, φ) Coordinate system in which the 1D SECS or LCM grid is defined.
(rk, θk, φk) Positions of the model parameters (1D SECS poles or line currents).
(rn, θn, φn) Positions of the magnetic field observations.
GSM Fixed with respect to the Earth-Sun line with x pointing towards the sun, and

z a projection of the Earth’s magnetic dipole onto the plane perpendicular to x
(positive towards north).

QD Magnetic apex coordinate system, described on page 33.





Abstract

Description of the magnetic signature from ionospheric currents is the main limiting factor in
geomagnetic reference modelling. The objective of this PhD thesis is to develop a robust orbit-
by-orbit measure of the auroral electrojet currents from satellite magnetic observations. Two
methods, the line current model (LCM) and 1D spherical elementary current system (SECS)
model are compared through validation of both synthetic case examples and CHAMP and
Swarm observations. The robustness and ability to handle orbit sensitive factors are tested for
both methods by investigating dependence on regularization methods and parameters. Results
from these tests, makes the line current model the preferred candidate for a possible auto-
matic near-real-time estimation of the sheet current densities based on four key findings: (1)
A remarkably high performance ratio of 99.87% (2) the possibility of a common regulariza-
tion parameter (3) 0.97 squared coherence between the side-by-side flying Swarm Alpha and
Charlie, indicating a method invariant to small changes and (4) the inability to obtain a robust
implementation of the 1D SECS method. The preferred regularization method for the LCM
is found as an L1 model norm minimization of the second order along track derivatives of
the model parameters along with a robust treatment of input data to account for a possible
non-Gaussian error distribution. From application of the LCM to 10 years of CHAMP and 2
years of Swarm Alpha and Bravo observations, a dataset comprised of sheet current density
profiles and orbit specific geomagnetic activity indices for more than 140,000 northern and
southern geomagnetic pole crossings is created. The geomagnetic indices represent the peak
intensity of the auroral electrojets and an estimate of the total polar current and are applicable
in both statistical investigations and as a data selection criteria. From this dataset space-time
and statistical investigations of the auroral electrojet system are performed, highlighting inter-
hemispherical similarities and asymmetries, such as a consistently smaller southern auroral oval.
The LCM thus provides a strong tool for investigations of the auroral electrojet currents.





Resumé

Ionosfæriske strømme og bestemmelsen deraf er den primære begrænsende faktor inden for
modellering af geomagnetiske referencemodeller. Formålet med denne ph.d. er at udvikle
en robust metode til at estimere de ionosfæriske, polare elektrojetstrømme på individuelt or-
bit basis fra magnetiske satellitobservationer. 1D SECS metoden sammenlignes med en lin-
iestrømsmodel (LCM) gennem validering af både syntetiske og satellitobservationer fra CHAMP
og Swarm. Robustheden og evnerne til at håndtere orbitspecifikke faktorer testes for begge
metoder ved at undersøge afhængigheden af regularseringsmetoder og parametre. Disse tests
fremhæver linistrømsmodellen som den foretrukne kandidat til en mulig automatisk bestem-
melse af de polare ionosfæriske strømme på baggrund af fire primære årsager: (1) metoden
virker i 99.87% af de testede tilfælde (2) muligheden for en fælles regulariseringsparameter
på tværs af geomagnetisk aktivitetsniveau (3) strømdensiteter baseret på Swarm Charlie ob-
servationer beskriver 97% af variansen i estimater på baggrund af Alpha, hvilket indikerer at
metoden er ufølsom overfor små variationer i inputdata (4) det var ikke muligt at opnå en
robust implementering af 1D SECS metoden. En minimering af L1 normen af anden ordens
differencerne af modelparametrene samt en robust (Huber) vægtning af input data findes som
den foretrukne regulariseringsmetode. To orbitspecifikke geomagnetiske indeks samt profiler af
ionosfæriske strømtætheder findes på basis af kørsel af 10 års CHAMP og 2 års Swarm Alpha
og Bravo observationer for mere end 140.000 overflyvninger af den magnetiske syd og nordpol.
De geomagnetiske indeks repræsenterer maks og minimum intensitet af strømprofilen, Jpeak,
samt et estimat af den totale polar strøm J tot og kan anvendes både i statistiske undersøgelser
og som kriterie for dataudvælgelse. Statistiske undersøgelser af den tidslige udvikling af de
polare strømtætheder samt forskelle mellem den nordlige og sydlige halvkugle undersøges på
baggrund af Jpeak og J tot. Undersøgelser viser blandt andet en signifikant mindre oval på den
sydlige halvkugle.
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Chapter 1

Why investigate the auroral electrojet
system?

Earth’s magnetic field, although invisible to the human eye, affects our lives in many ways - it
shields us from the ionized particles from the solar wind, lead to the ever breathtaking Aurora
Borealis and Aurora Australis, and has since the discovery of the compass in the 11th century
provided a means for navigation on travels across large distances. Exploitation of the magnetic
field is not limited to humans, several species of birds and turtles are found to navigate accord-
ing to the magnetic field [Wiltschko and Wiltschko, 2005], when migrating between feeding
grounds [Frankel, 1984; Thorup, 2007; Lockwood, 2013].

The invention of the magnetic compass is usually credited to Chinese scientists more than
2000 years ago, though not theorised until 1600 when William Gilbert proposed the idea that
Earth behaves like a giant magnet [Gilbert, 1958]. The connection between the auroral displays
and the magnetic field was discovered by Olof Hjorter in 1741 through observations of large
disturbances in the magnetic field simultaneously to large auroral displays. The home of these
geomagnetic storms, described by Alexander von Humboldt, the ionosphere - to which this
PhD project has been devoted - was, however, not discovered until the development of the
first magnetometer and magnetic observatory by Carl Friedrich Gauss [Gauss, 1839; Glassmeier
and Tsurutani, 2014]. Gauss furthermore established the method for separating external and
internal components of the magnetic field, along with a method for estimating the strength of
the magnetic field at a different height (e.g. the ionosphere) by considering the magnetic field
as a potential field. Magnetic observatories grew gradually from 1839, reaching 170 by 1960
[Amm and Viljanen, 1999; Lockwood, 2013].

For the previous few hundred years, information gained from magnetic field ground observa-
tions has led to many discoveries within the near-Earth environment, which allowed descriptions
of both internal (core and crustal) and external (magnetospheric and ionospheric) contribu-
tions. With the dawn of the space age, new possibilities was launched in geomagnetism - with
satellites, such as MagSat [Langel et al., 1982] and CHAMP [Reigber et al., 2002] providing
high quality data from regions where data had previously been scarce or absent. From these
high quality data, geomagnetic reference models [e.g. Olsen et al., 2014; Finlay et al., 2016b;
Lesur et al., 2010] provide a valid description of the internal core, crust and large scale mag-
netospheric ring current contributions, describing the main parts of the Earth’s magnetic field.
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Also quiet time (non-polar) ionospheric Sq-current contributions are well described by present
geomagnetic models [e.g. Sabaka et al., 2004, 2015]. However, large spatial and temporal
variability in the ionospheric, polar region, electrical currents makes their description difficult,
and their prediction nearly impossible. This makes the ionospheric currents the main limiting
factor in the accuracy of geomagnetic field models [Friis-Christensen et al., 2006; Olsen and
Stolle, 2012].

Ionospheric currents, their magnetic signature and secondary inducing effects are some of the
strongest manifestations of space weather, and thus plays an important part in it’s understand-
ing. With increasing technology and dependence on satellite availability in terms of e.g. GPS
signal in navigation, space weather is of growing concern. Induction in the established power
grid can furthermore during highly disturbed conditions overload, causing major power cuts,
as was experienced in the nine hour blackout, affecting six million people in Québec, Canada
in 1989 [Pirjola et al., 2005]. Improved modelling and better understanding of both the cause
and variation of the space-time structure of the polar magnetic field disturbance is therefore
of crucial importance in both advances in fundamental space research and societal issues. It
has therefore been the focus of many geomagnetic investigations.

The polar magnetic field disturbances consist primarily of two constituents: 1) horizontal iono-
spheric E-region electrical currents at an altitude of approximately 110 km, forming the auroral
electrojet system and 2) currents flowing along field-lines in the region above the ionosphere,
feeding the auroral electrojet system by connection to the magnetosphere. These Field-aligned
currents (FACs) cause large magnetic field disturbances in the East-West magnetic field compo-
nent at satellite altitude. FACs cannot be uniquely determined from ground. Several techniques
[e.g. Ritter and Lühr, 2006; Juusola et al., 2006; Lühr et al., 2015] have, however, successfully
been developed for their determination by application of satellite observations.

Ground based studies have lead to major discoveries such as the link between the solar activity
and the strength of the auroral electrojet system [Nishida and Maezawa, 1971], theoretically
predicted by Dungey [1961] and the development of a polar substorm [Akasofu, 1964]. Several
indices, such as the Kp [Bartels, 1957] and AE [Sugiura and Davis, 1966] has been devel-
oped for monitoring the geomagnetic state of the ionosphere. Application of these indices
are, however, restricted by magnetometer station positions. With the use of primarily North-
ern Hemisphere measurements, indices reflect mainly ionospheric activity in that hemisphere.
Early studies of the ionospheric currents was often based on a 90◦ clockwise rotation of the
magnetic perturbation vector, representing the equivalent current system during substorm ac-
tivity [e.g. Kisabeth and Rostoker, 1974] or from assumption of the ionospheric conductance
[Fukushima, 1976]. Ground based studies have furthermore been utilized in statistical studies
of the entire polar region [e.g. Friis-Christensen and Wilhjelm, 1975; Kamide et al., 1981; Friis-
Christensen et al., 1985a; Richmond et al., 1998; Moretto et al., 2004; Gjerloev and Hoffman,
2014] along with more local, individual case studies of the auroral electrojet system using e.g.
a chain [Amm, 1997] or grid [Weygand et al., 2012] of observations.

Ground based magnetic field studies are only capable of providing information about the equiva-
lent currents (strictly horizontal currents, causing the observed ground magnetic field residuals).
The launch of magnetic satellites enabled observations, providing additional information about
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FACs. Few event-based studies of conjugate ground observations in Greenland and Antarctica
[e.g. Kim et al., 2015] have estimated interhemispherical differences at specific conjugate obser-
vations. Satellites, however, provide access to observations on both the Southern and Northern
Hemisphere of the current system, allowing interhemispherical comparisons, and entire sheet
current density profiles along the satellite track. These advantages has been utilized in several
studies of the ionospheric currents using satellite measurements of e.g the Magsat, Ørsted,
and CHAMP satellites [Olsen, 1996; Ritter et al., 2003; Juusola et al., 2006]. Application of
satellite data thus provide the information needed for investigations of a sheet current density
profile for a single satellite crossing [Amm and Viljanen, 1999; Olsen and Stolle, 2012].

Olsen [1996] presented a model study of the auroral electrojet system based on single polar
crossings of MagSat consisting of a series of line currents perpendicular to the satellite track.
The method was later applied to CHAMP scalar magnetic satellite data by Ritter et al. [2003]
and Ritter et al. [2004], and to multi-satellite mission data by Moretto et al. [2002] and Olsen
et al. [2002]. An alternative approach for monitoring auroral activity was presented by Juusola
et al. [2006]. Here they present a 1D version of the 2D Spherical Elementary Current System
(SECS) method [Amm, 1997] for application of CHAMP magnetic residual vector data. The
application of vector data allows investigations of the 3D polar current system, the auroral
electrojet system and associated FACs. It may, however, also introduce complications in com-
putation and an additional error source from larger contamination by e.g. the FACs in the
radial magnetic vector component. A third, more simple approach, to monitor the auroral ac-
tivity is the application of CHAMP magnetic scalar data to an intensity model (IM), presented
by Vennerstrom and Moretto [2013]. They present a method, describing the auroral electrojet
system from two infinite line currents, representing the eastward and the westward electrojet.
From satellite magnetic field perturbations, intensity and position of the two line currents are
estimated by the maximum gradients. Their method thus roughly correspond to estimating
the amplitude and position of the auroral electrojets from the current profiles determined from
the line current model of Olsen [1996].

Application of satellite data in statistical studies of the auroral electrojet system is presented in
a range of studies of the Northern Hemisphere [e.g. Friis-Christensen et al., 2017]. Exploitation
of the coverage of satellite observations through investigations of the auroral electrojet system
in both hemispheres such as Juusola et al. [2009] and Vennerstrom and Moretto [2013] are,
however, scarce. More studies are conducted in statistical patterns of the FACs alone [e.g.
Juusola et al., 2014; Coxon et al., 2016]. Combining the data from several magnetic missions
provide a valuable basis for statistical investigations, such as the dependence on solar wind
parameters along with interhemispherical differences with season. The resent study by Laundal
et al. [2016a], presents such a statistical investigation of the 3D polar current system based on
decomposition of the ionospheric currents into a toroidal and poloidal field. With the launch
of the three satellite constellation, Swarm [e.g. Friis-Christensen et al., 2008], in November
2013, a new period dawned for geomagnetic satellite surveys. Improvement in data quality
with the high precision global measurements of the magnetic field has enabled the discovery
and investigation of low intensity ionospheric currents on a global scale down to a few nT
[Stolle et al., 2016]. The unique constellation of the satellites provides, before unobtainable,
insights in the ever changing magnetic environment of the Earth. From novel discoveries from
jet streams in the Earth’s core [Livermore et al., 2016] to the discovery of supersonic plasma
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jets in the outer atmosphere [ESA, 2017b] and interhemispherical asymmetry in the seasonal
variation [ESA, 2017d]. The important and very interesting results have through increased
media focus [e.g. BBC, 2016] on the magnetic field, put the field of geomagnetism in the
public eye.

The focus of this thesis
With the work presented in this PhD thesis, we seek the possible near-real-time monitoring
of the spatial and temporal structure of the auroral electrojet activity from satellite magnetic
observations.

• We aim at developing a reliable method, able to return an entire current profile for the
Northern and Southern auroral region. From the theory of inverse problems, estimates of
the ionospheric current auroral electrojet system are found from two pre-specified physical
models: The 1D SECS method presented in Juusola et al. [2006] and the line current
model (LCM) of Olsen [1996], both applied to CHAMP and Swarm satellite magnetic
data. Through a series of investigations in regularization method and parameters, the
two methods are tested for reliability and facilitation of near-real-time implementation.
Application of the methods to Swarm magnetic data, enables new insights concerning
the ionospheric currents, along with exploration of previously unobtainable results thanks
to the unique constellation of the satellites.

• From application of the method to satellite, residual, magnetic data, we aim at providing
a data set of the sheet current density profiles, J , for (nearly) all CHAMP and Swarm
satellite crossings. A dataset such as this can provide the basis for many space-time and
statistical investigations of the auroral electrojet system.

• Estimation of peak strength and position of the westward and eastward electrojet, Jpeak,
along with the along-track integration of the current profile, J tot, furthermore, provides
satellite-specific indices. These indices will, in contrast to others provide a direct measure
of the disturbance level of a specific satellite orbit, important for data-selection in e.g.
internal field modelling.

Thesis outline
The study is divided into three main parts, with chapters one to five describing background
information, chapter six to eight, the validation, discussion and application of the line current
model and 1D SECS method, and chapter nine summarizing the key findings. Chapter two gives
a short introduction to basic space plasma physics, along with descriptions of the theoretical
background of the ionospheric sheet current densities and their effects. The applied data
and preprocessing of CHAMP and Swarm satellite data is described in Chapter three, and in
Chapter four, a mathematical description of the line current model and 1D SECS method is
provided. Chapter five describes the tool, linear inverse problem theory, applied to solve the
equations given in chapter four, along with a description of all later applied regularization
methods. Chapter six provides an in-depth study of the effects of regularization methods and
changes to a set of adjustable parameters on the resultant 3D sheet current density profiles
for the 1D SECS method. The line current method is in a similar way performance tested in
Chapter seven, which also provides an inter-model comparison of the estimated sheet current
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densities. The following chapter eight, presents a few examples, highlighting the large range
of uses, provided by a data set consisting of all ten years of CHAMP and two years of Swarm
data for the line current model. Finally, summary and conclusions are provided in Chapter
nine. The most important results are presented in Chapters 7 and 8.





Chapter 2

Solar wind interaction with Earth’s magnetic
field

The Earth’s magnetic field, currents and solar wind interaction form a very complicated system.
The following theory chapter will not claim to provide a full explanation of plasma physics
and the dynamics concerning the solar wind dynamics and the interactions with the Earth’s
magnetosphere. It will, however, briefly explain some basic principles utilised later in this thesis,
preparing the reader with the most important principles of the theory of ionospheric currents.
The ionospheric magnetic field sources presented here mainly focus on those important to the
polar regions.

2.1 Basic space plasma physics

All matter in and above the ionosphere acts as a plasma. Plasma physics is a newer field of
subject within geophysics, and is not claimed to be fully understood. This section will try to
highlight the most important features of such magnetic plasma, with focus on terms necessary
for understanding the principles and discussion in this thesis. Derivations of the equations
given here can be found in Baumjohann and Treumann [2012]. Most of the movement can be
described by assuming the plasma behaving like an electrically conducting fluid, moving with
a bulk velocity, v. This is described by the magnetohydrodynamics (MHD) approximation,
working on the quasi-stationary electrodynamics boundary, where the time derivative of the
electric field is very small. For most cases, this will be a valid approximation; exceptions such
as reconnection will be discussed later.

The magneto part of magnetohydrodynamics tells us how currents, magnetic (B) and electric
(E) fields change moving in a magnetic (and electric) field. The governing set of equations
is for magneto part of plasma physics, as with any electrodynamics, the Maxwell equations
[Griffiths, 1981]
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∇ ·E = 1
ε0
ρ (Gauss’s law for electric fields), (2.1)

∇ ·B = 0 (Gauss’s law for magnetic fields), (2.2)

∇×E = −∂B
∂t

(Faraday’s law), (2.3)

∇×B = µ0J (Ampère’s law). (2.4)

ρ is here the charge density, ε0 the permittivity of free space, µ0 the permeability of free space,
J the current density, t the time and c the speed of light. The displacement current, µ0ε0

∂E
∂t in

Ampères law is ignored with the quasi-stationary assumption (v << c). The plasma properties
are governed by the hydrodynamics part and can be described from

E + v ×B = 1
µ0σc

J + 1
ne

(J ×B −∇pE)+me

ne2

(
∂J

∂t
+∇(jv − vj)

)
(Generalized Ohm’s law), (2.5)

ρ
dv

dt
= −∇p+ Fg + J ×B (Equation of motion), (2.6)

∂ρ

∂t
+∇ · (ρv) = 0 (Equation of continuity), (2.7)

P = (ne − ni)KT (Equation of state). (2.8)

Here, p is pressure, Fg is the gravitational force, σc is conductivity, ne and ni are electron and
ion densities, K boltzmanns constant and T , temperature [Baumjohann and Treumann, 2012].

The generalized Ohm’s law (Equation 2.5) can be broken into four terms: (1) 1
µ0σc

J describes
how collisions lead to currents; (2) 1

ne
(J ×B) is the Hall term, which can be approximated

to zero for a gradient and collision free medium; (3) 1
ne

(∇pE) describes the pressure gradient,
which often is so small it can be ignored. (4) me

ne2
(
∂J
∂t +∇(jv − vj)

)
, describes the motion of

electrons compared to ions. All of these terms can, under the MHD assumptions, be assumed
zero, resulting in the simplified Ohm’s law

E = −v ×B =⇒ v ∝ E ×B. (2.9)

This means that the plasma will move proportional to the E×B under the MHD assumptions.
This is called the E×B drift. The simplified Ohm’s law tells us that we don’t need to look into
the movement of the electrons and ions separately. We can, as long as the MHD assumptions
hold, treat the plasma as a fluid defined from the bulk flow velocity, v.

From Ohm’s law one can find the induction equation, describing how the magnetic field changes
in a plasma

∂B

∂t
= 1
µ0σc

∇2B +∇× (v ×B), (2.10)

consisting of the diffusion term, 1
µ0σc
∇2B, and the convection term, ∇× (v×B). There are

thus, under the given assumptions, basically two ways to change the magnetic field within a
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plasma. The ratio between the convection term and the diffusion term is given by the Reynolds
number

Rm = convection
diffusion = ∇× (v ×B)

1
µ0σc
∇2B

. (2.11)

When the convection term is much larger than the diffusion term (Rm >> 1), the magnetic
field is said to be frozen into the plasma, moving with the plasma (frozen-in flux theorem).
This is the case, e.g. along magnetic field lines, where the conductivity is very high, resulting
in particles moving almost freely along magnetic field lines. The frozen-in flux theorem can be
applied almost anywhere in the magnetosphere, except e.g. in reconnection and shock fronts
[Laundal, 2010; Baumjohann and Treumann, 2012].

The equation of motion (Equation 2.6) describes the force balance including three important
forces: the pressure gradient, ∇p, the gravitational force, Fg, and the Lorentz force, J ×B.
The Lorentz force can, with the application of Ampère’s law (Equation 2.4) be split into two
forces

J ×B = 1
µ0

(B · ∇)B −∇ B2

2µ0
. (2.12)

(1) The magnetic tension force, 1
µ0

(B · ∇)B, acting to straighten bent magnetic field lines.
The magnetic tension is a function of the curvature of the magnetic field line, with a stronger
force for small curves. (2) The magnetic pressure force, ∇ B2

2µ0
, counteracts gradients in the

magnetic field [Kivelson and Russell, 1995; Baumjohann and Treumann, 2012; Coxon, 2015].

2.2 Earth’s magnetic environment
The dominant magnetic field in the near-Earth environment is that of the Earth (the geomag-
netic field). Contained within the magnetosphere, the geomagnetic field varies in strengths
with position between approximately 65,000 nT near the poles and 35,000 nT near the Equa-
tor at the Earth’s surface. In our solar system, however, the dominant magnetic field is the
Sun’s. In combination with magnetic perturbations from other planets, this is known as the
Interplanetary Magnetic Field (IMF). The IMF is carried with plasma, primarily consisting of
electrons and protons continuously emitted by the Sun (solar wind). The magnetosphere acts
as an obstacle for the solar wind, protecting the Earth from the ionized solar wind plasma. The
boundary between the magnetosphere and the solar wind, the magnetopause, which changes
with solar wind properties (e.g. plasma density, velocity and direction of the IMF), marks the
origin of solar wind-magnetosphere interaction. This interaction is highly dynamic and forms
the core of ionosphere dynamics (elaborated in Section 2.3) [Forbes, 1987; Maule, 2005; Olsen
and Stolle, 2012].

The geomagnetic field resembles to a first approximation a dipole field with a dipole tilt of 11◦
with respect to the rotational axis and is predominantly driven by a self-sustaining dynamo
in the liquid outer core. The total magnetic field, measured at ground or space, is, however,
the sum of the dipole-like core field, the crustal field from magnetized rocks, magnetic field
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Figure 2
Sketch of the various sources contributing to the near-Earth magnetic field. Abbreviations: B, ambient magnetic field; EEJ, equatorial
electrojet; FAC, field-aligned current; g, Earth’s gravity vector; IHFAC, interhemispheric field-aligned current; PEJ, polar electrojet;
Sq, solar quiet daily magnetic variation.

Quasi-Dipole (QD):
describes coordinates
defined by the
geometry of Earth’s
magnetic field

LT: local time

What do magnetic field observations along a typical satellite track look like? Figure 4a,b
shows the difference �F = Fobs − Fcore between observed magnetic intensity Fobs and the core
field part (magnetic field contribution from Earth’s core) Fcore as given by the geomagnetic field
model CHAOS-4 (Olsen et al. 2011) for the nighttime part of CHAMP orbit number 57732, in
dependence on Quasi-Dipole (QD) latitude (Richmond 1995). The ground track of that orbital
part is shown in Figure 1; local time (LT) of the equator crossing was 23:35 LT. The core field
part along that orbit varies between ≈34,000 nT near the equator and ≈55,000 nT near the poles,
which is by far the largest contribution to the observed magnetic field and dominates contributions
from other sources. Figure 4a,b also shows the observed magnetic field minus the core magnetic
field predicted by the CHAOS-4 model and the predicted crustal field as given by the model MF7
(Maus 2010a).

The difference between these two curves, i.e., the observed values minus model values for
the core and the crust, is shown in Figure 4c,d. Because the internal sources (from the core and
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Figure 2.1: Sources to the Earth’s magnetic field as a function of depth. The figure is
reprinted from Olsen [2016].

from electric currents in the ionosphere, magnetosphere and oceans and from secondary Earth-
induced currents. Figure 2.1 shows a sketch of the various sources in reference to their origin.
Starting at the centre of the Earth, these are, (1) core field, (2) secondary Earth-induced
currents in the mantle, crust and oceans (3) crustal field, (4) ionospheric currents and (5)
magnetospheric currents. Each source can be described by a specific spatial and temporal
characteristics. More details on the various sources are given in the following subsections
[Olsen and Stolle, 2012; Olsen, 2016].

Core field

By far the largest contribution to the Earth’s magnetic field (> 93%) comes from the self-
sustaining geodynamo in the Earth’s liquid outer core (2900 to 5150 km depth), also called the
main field. The liquid core has a temperature well above the Curie temperature. It is therefore
not possible for the core material to be directly magnetized. The core field is produced by a
geodynamo. A dynamo is a device transforming mechanical energy (such as motion - kinetic
energy) into electrical energy (currents). The geodynamo is driven by convection in the outer
core, consisting of a liquid iron alloy with ∼ 8% nickel and 6− 10% lighter elements (possibly
oxygen and sulphur). The motion of the highly conducting alloy produces electrical currents,
which in turn induces a magnetic field. The core field typically changes only a little (∼ 1%)
on a time-scale of about half a year ( secular variation) [e.g. Jackson et al., 2000; Finlay
et al., 2016b] but experience larger changes on longer time scales (pole reversals) [e.g. DeMets
et al., 1994] with highly variable frequency of occurrence from a few hundred thousand years
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to millions of years. The signature of the core field closely resembles a dipole [Forbes, 1987;
Merrill and McFadden, 1999; Maule, 2005].

Crustal field

Unlike the core field, the cooler crust of magnetized rocks (5-30 km depth), allow both re-
manent and induced magnetism. The crustal field is much weaker than the core field and
contributes with approximately 3% of the total field strength. Remanent magnetism is pri-
marily created (neglecting induction by the core field in the continental crust) when magnetic
minerals surface with magma along spreading ridges. These rocks will be a snapshot of the
ambient magnetic field at the time the rocks cooled below the Curie temperature, contributing
to the total magnetic field with the direction determined from this point. Together, these
rocks provide important information about past magnetic fields and has been a key contributor
in support of palaeomagnetic theories relating to plate tectonics, continental drift and polar
reversals and wandering [Forbes, 1987]. Changes to the crustal field will occur alongside for-
mation of new rocks in the spreading zones. They will therefore primarily be on a spatial scale,
with temporal changes happening on geological time scales. The core and crustal field describe
together the internal part of the Earth’s magnetic field [Maule, 2005; Olsen and Stolle, 2012].

Magnetospheric currents

The external magnetospheric and ionospheric fields change, unlike the main field, on a much
shorter time scale. These are primarily driven by the interaction between the solar wind and
the Earth’s magnetosphere. The main magnetospheric current systems are given in Figure 2.2:
The dayside magnetopause currents (green), also called the Chapman-Ferraro currents, the
cross-tail currents (blue) on the nightside and the ring and partial ring current (purple) in the
equatorial plane. The Chapman-Ferraro currents are located at the magnetospheric bound-
ary with the solar wind, and is caused by a charge separation of ions and electrons caused
by the meet between the solar wind and the northward magnetic field of the Earth. At the
boundary, electrons will be deflected westward and ions eastward, thus creating a net eastward
current. The current is created all along the magnetospuase with directions given in Figure 2.2.

The cross-tail current is formed in the region where the stretched tails oppositely directed fields
meet. As a positively charged particle moves in the magnetic field, it will rotate clockwise in
the northern part of the tail, and counter clockwise in the southern part of the tail. This creates
a net westward motion of positively charged particles, and an eastward motion for negatively
charged particles, forming a net westward cross-tail current.

The last contribution, the ring current, is as the others, formed by charge separation. When
charged particles are injected towards the Earth in connection with night time reconnection
in the tail (described in Section 2.3), gradients in the magnetic field forces ions and electrons
to drift around the Earth in opposite directions. This causes a net current flowing westward
around the Earth. The strength of the ring current is dependent on the amount of charged
particles drifting, and thus dependent on the solar wind and IMF parameters. The strength
of this is therefore highly dynamic, and can during magnetic storms (see Section 2.4) cause
large contributions to the magnetic field observations. During substorm activity a partial ring
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Figure 2.2: Magnetospheric currents. Magnetopause (Chapman-Ferraro) currents are shown
in green, cross-tail currents in blue, magnetic field lines in grey and the ring current in
purple. The figure is a combination of two figures by Milan et al. [2017].

substorms, the dominance of the westward electrojet decreases then, for example, due to

vortex-type currents affecting equally Bx and By components. (A strictly eastward or west-

ward current causes only Bx.)

3B.2.4 Sq and ionospheric tides; equatorial electrojet

Even during quiet solar wind conditions, the geomagnetic field has regular diurnal variations

with dependence on season and solar cycle. The currents are caused by the atmospheric

dynamo and variations in the ionospheric conductivity. The neutral winds are controlled by

the atmospheric tides, which are mainly due to solar heating. Therefore, the global pattern is

called the Sq (solar quiet) current system. The seasonal changes in the Sq system are

connected to the fact that the relative solar illumination of the two hemispheres varies

with season. The Moon also produces gravitational tides in the atmosphere, so it is possible

to divide the magnetic variations and ionospheric currents into solar and lunar parts. The

magnitude of the lunar variation is much smaller than the Sq variation, and it is semidiurnal,

but is suppressed – like solar variations – during local nighttime due to vanishing iono-

spheric E-layer conductivity. A sketch of the Sq current system is shown in Figure 3B.8.

The direction of the current flow close to the equator is eastward in the daytime and

westward at night.

Close to the magnetic equator, the high Cowling conductivity results in quite a strong

equatorial electrojet (EEJ). Its direction is the same as the direction of the electric field or

eastward in the daytime, and during the nighttime it nearly vanishes due to a very low

Figure 3B.8. Sketch of the Sq current system in the dayside hemisphere. The current direction is

indicated by arrows. (Credit: US Geological Survey.)

3B.2 General description of Earth’s external field sources 105

Figure 2.3: Solar quiet current system. The figure is reprinted from Viljanen [2012].

current forms in the midnight sector, which is believed to close in the ionospheric substorm
electrojet described in Section 2.4 [Kivelson and Russell, 1995; Prölss, 2010; Coxon, 2015]

Ionospheric currents

The key ionospheric contributor to the magnetic field in the polar regions is the convection
and substorm electrojets, driven by daytime and night time reconnection with the solar wind
(Dungey cycle). A detailed description of this is presented in Section 2.3.

The ionospheric currents consists, besides the convection and substorm electrojet of the solar
quiet current system (the magnetic perturbation being referred to as the Sq variation), pre-
sented in Figure 2.3. This twin-vortex current system is driven by difference in neutral wind
collisions with ions and electrons in the ionosphere. Collisions with ions will, due to the larger
size, be much more frequent than collisions with the electrons. This will cause a net motion
of ions compared to electrons along the direction of the neutral wind, with a resultant net
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current along this. The neutral wind is driven by solar radiation heating of the atmosphere,
creating a circular tidal motion, and is therefore restricted to the illuminated part of the Earth
(daytime), with almost vanishing contributions during night time [Baumjohann and Treumann,
2012; Coxon, 2015].

The magnetospheric and ionospheric contributions are often referred to as the external sources,
due to their external origin when measured from ground. Understanding the processes of the
external sources to the magnetic field is important when modelling internal sources, since a
wrong interpretation could lead to contamination of the data used for internal modelling [Finlay
et al., 2016a].

2.3 Dungey cycle, reconnection and energy transport into the
ionosphere

Interaction between the solar wind and the Earth’s magnetosphere results in a convective sys-
tem. This convective system was first hypothesized by Dungey [1961] and is believed to be the
main transport of solar wind particles into the magnetosphere [Borowski, 2016]. The hypothesis
is based on reconnection, connecting the IMF to the Earth’s magnetic field. A process, which
only recently has been measured directly by the NASA’s Magnetospheric Multiscale Mission
(MMS) [Burch et al., 2016].

The MHD approximation makes no distinction between the different components of the plasma
and requires therefore that any changes in the field must be on smaller time scales than the
ion cyclotron frequency. The same applies for the length scales. The MHD approximation is
therefore restricted to long time and large spatial scales. At these very low frequencies the
quasi-stationary electrodynamics assumption can be applied, where only current flow is con-
sidered. Reconnection, on the other hand works on both small time and spatial scales, and the
MHD assumption is said to be broken. Reconnection happens where two oppositely directed
field lines meet, reconnects to each other changing the magnetic topology. When the magnetic
field lines move in towards each other, sharp gradients in the magnetic field are formed, causing
the magnetic field to vanish in the middle. This gradient will, due to the small length scale,
act differently on ions and electrons, moving them in different directions. The frozen-in flux
assumption thus no longer applies, allowing field lines to diffuse through the current sheet.
This diffusion can under certain circumstances lead to two magnetic field lines interconnecting
in a so-called X-line. The newly formed highly curved magnetic field lines will from a strong
magnetic tension be ejected from the reconnection region [Baumjohann and Treumann, 2012;
Coxon, 2015].

Figure 2.4 gives a schematic representation of the Dungey cycle, following a single field line
trough 9 positions, marked by the numbers on the figure in both the magnetosphere (top) and
the ionospheric footprint (bottom). The ever changing IMF (1’), merges through magnetic
reconnection with the magnetic field of the Earth (1) on the dayside, opening the before closed
field line. The magnetic field line is then moved with the solar wind down-tail across the polar
cap. The magnetospheric and ionospheric part of the field line will be dragged along, however
not perfectly [Burch et al., 2004], from magnetic tension of the field line. Continuous dayside
reconnection will force the field line towards the centre of the tail (5). This causes a stretching
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subject of intense research. Theories suggested to explain auroral dynamics involve

large-scale parallel electric fields, double layers, solitary structures, Alfvén waves,

and various types of wave-particle interactions (Borovsky 1993; Schriver

et al. 2003).

It has been known for some time that field-aligned precipitating electrons with

keV energies cause discrete aurora (McIlwain 1960; Hoffman and Evans 1968;

Fig. 5.3 Schematic showing the progression of reconnection-driven convection. A magneto-

spheric field line (1) reconnects with a solar wind field line (10), creating an open field line

(2–20) that then convects across the polar cap (3–30 through 5–50). Oppositely directed open

field lines reconnect in the magnetotail (6–60), creating a closed field line (7) and an IMF field

line (70). The closed field line convects toward the dayside (8, 9), and returns the magnetic flux to

the dayside. The ionospheric footpoints of the field lines shown in the schematic are shown in the

inset (Hughes 1995)

112 M. Ashour-Abdalla

Figure 2.4: Dungey cycle with ionospheric footprint, following a single field line through 9
positions. The figure is reprinted from Hughes [1995]; Ashour-Abdalla [2015].

of the tail, and an additional night side reconnection, due to the opposite directed field lines
in the middle of the tail (6), leaving a closed, but stretched field line (7). The stretched
magnetic field line will be subject to a magnetic stress, leading to a relaxing and shortening
of the magnetic field line (8), causing an earthward motion. This earthward motion has been
shown to be in the form of a jet, called a bursty bulk flow [Angelopoulos et al., 1992, 1994].
The convection circulation is closed by a return flow to the dayside, maintaining the dayside
magnetic field (9) [Baumjohann and Treumann, 2012; Ashour-Abdalla, 2015; Laundal, 2010].

Ionospheric footprint

The presented convective system has an ionospheric footprint as shown in the bottom part of
Figure 2.4. The numbers coincide with the numbering of the field lines given in the top figure.
The movement of the magnetic field lines across the ionosphere results from the frozen-in-flux
approximation in a movement of charged particles, present all along the magnetic field line.
Low conductivities above the ionosphere, however, fails to provide a suitable environment for
a perpendicular current flow to the field lines. Since plasma is a quasi-neutral gas with the
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ionosphere is the divergence of the ionospheric height-integrated current intensity

flowing in the ionosphere J⊥ in Am−1, such that

∂B

∂t
= 0,

E = −∇φ,

J⊥ = ΣPE+ ΣH(B̂× E),

J‖ = ∇ · J⊥ = ΣP∇2φ+∇φ ·∇ΣP + (∇φ× B̂) ·∇ΣH . (1.40)

The field-aligned currents that flow to and from the source/sink in the convection

cells are the Region 1 Birkeland currents (also called the R1 currents); the currents

which flow to and from the sink/source on the equatorward side of the cells are

the Region 2 (R2) Birkeland currents. By definition, therefore, the R1 currents

are always polewards of the R2 currents. The footprints of the Birkeland currents,

alongside the Hall and Pedersen currents, are illustrated in Figure 1.14.

18
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Birkeland currents

Figure 1.14: A schematic sketch of ionospheric current systems in the northern hemisphere. The
Hall currents are drawn in black and flow oppositely to the plasma streamlines in Figure 1.7; the
Pedersen currents flow in the same sense as the electric field and are illustrated in pink. The
Birkeland currents flow into and out of the ionosphere, as shown by the blue circles.

Since the R1 currents flow to areas in the middle of the convection cells, they

flow on field lines which are approximately colocated with the open/closed field

line boundary (OCB), and can be seen to close at the magnetopause (Section 1.6.1),

thus electrodynamically linking the magnetopause to the ionosphere; the R2 currents

are equatorward of the OCB, in the region of the ionosphere populated by closed

field lines, and map to the partial ring current (Section 1.6.3), linking the inner

(a)

S.E. Milan et al.

Fig. 1 A schematic of the magnetic field configuration and current systems of the terrestrial magnetosphere.
(a) Open (red) and closed (blue) magnetic field lines. Open field lines comprise the magnetotail lobes (only
northern lobe shown for clarity); the footprint of the lobe field lines in the ionosphere are the northern and
southern polar caps. A field line newly-reconnected with the IMF at the dayside magnetopause is shown
at the left. (b) Northern hemisphere Chapman–Ferraro currents (green) flow from dawn (Y < 0) to dusk
(Y > 0) across the dayside magnetopause and from dusk to dawn across the magnetotail magnetopause. The
cross-tail current (magenta) flows from dawn to dusk and connects into the magnetopause current of the
magnetotail. The substorm current wedge (cyan), present during substorm expansion phase, is a diversion of
the near-Earth cross-tail current into and out of the ionosphere post- and pre-midnight, respectively. (c) The
ring current (magenta) flows westwards around the Earth. The region 1 (blue), region 2 (red), and partial ring
current form the convection circuit, associated with the Dungey cycle. Region 1 field-aligned currents flow
into (out of) the ionosphere at dawn (dusk), closing across the magnetopause in the same direction as the
Chapman–Ferraro current. The region 2 flows into (out of) the ionosphere at dusk (dawn) and closes through
the partial ring current

(b)

Figure 2.5: (a) Ionospheric equivalent current system and the associated FACs (blue). Ped-
ersen currents are given in pink, and hall currents in black. A reference main magnetic
field is given in the corner. The figure is reprinted from Coxon [2015]. (b) perspective
view of the Region 1 (blue) and 2 (red) FACs along with the (partial) ringe current (pink).
The figure is reprinted from Milan et al. [2017]

same amount of ions and electrons, a current, with current density given as

j = eNe(vi − ve), (2.13)

emerges only when charge separation occurs. e is here the unit charge, Ne, the number density
of electrons and vi and ve the drift velocity of the electrons and ions accordingly. Above
the ionospheric E-region, the particle density is so small that the plasma can be assumed
collisionless. The particles will in this region therefore undergo E ×B drift (along convection
pattern given by the Dungey cycle) with a charge independent velocity, and no associated
perpendicular currents [McPherron, 1991; Baumjohann and Treumann, 2012].

In the ionospheric E-region, collision becomes more frequent, interrupting the E × B drift of
the ions and electrons. The collision frequency of the charged particles is determined by their
individual radius, making collisions more frequent for ions (larger). The deceleration of the ions
in the E ×B direction is thus larger, resulting in a net charge separation, and thereby current
(Equation 2.13). The current will be along the flow lines of the Dungey cycle (E × B drift),
presented in Figure 2.4, in the opposite direction of the convection flow. This describes a Hall
current cell, closing self-consistently, assuming uniform conductance. These are presented by
the black lines in Figure 2.5(a) as a function of magnetic local time MLT. A reference main
magnetic field is given in the corner [Prölss, 2010; Coxon, 2015].

Collisions also provide the means for a different type of currents in the ionosphere, namely the
Pedersen currents. This current is, as the Hall currents, a result of charge separation. When
particles accelerates after being brought to stop from a collision, ions and electrons are accel-
erated in different direction as a result of the charge dependent Lorentz force. The principle is
described schematically in Figure 2.6. The resultant current is parallel to the electric field and
perpendicular to the magnetic field, which yields a current perpendicular to the Hall current,
equatorward in the morning sector (0-12 MLT) and poleward in the evening sector (12-24
MLT). Across the polar cap, a current flows from the dawn to dusk. A simplified structure
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of the Pedersen currents is shown in pink in Figure 2.5(a) [Baumjohann and Treumann, 2012;
Coxon, 2015].

Pedersen currents do not close within the ionosphere, as is the case with the Hall currents. The
current budget is solved by the presence of FACs, also called Birkeland currents after Kristian
Birkeland who hypothesised the presence [Birkeland, 1908]. FACs are generated at gradients
in Pedersen and Hall conductances (for non-uniform conductance) and along non-zero electric
field. This is in the boundaries of the auroral oval, as described by the blue circles in Fig-
ure 2.5(a). The currents are divided in the Region 1 (poleward) and Region 2 (equatorward)
currents described in Figure 2.5(b). The Region 1 currents (blue) are on the boundary to the
open field lines and map therefore to the magnetopause deep in the magnetotail. The Region
2 currents (red) are in a region of the ionosphere populated by closed field lines, and map
to the partial ring current in the near-Earth equatorial plane [Prölss, 2010; Baumjohann and
Treumann, 2012].

Opposite directed magnetic signatures from the Pedersen currents and FACs will according
to the Fukushima theorem [Fukushima, 1976] cancel each other out below the ionosphere,
assuming uniform conductance and vertical FACs. The theorem is illustrated in Figure 2.7,
showing the magnetic contribution from the Pedersen currents in pink and the FACs in blue as
seen above the polar cap (a) and a perspective look around a Region 1 current (b). Pedersen
currents are denoted JP and Region 1 and 2 currents as J1 and J2 accordingly in the figure.
Below the ionosphere, contributions from the FACs and Pedersen currents will add to zero and
it is thereby not possible to measure these from the ground. At satellite height this is not
the case. The deviation of the real FAC flow from a radial flow (to a non-uniform conducting
ionosphere and non-vertical FACs), creates toroidal currents in the magnetosphere, resulting
in a poloidal magnetic field, leaking below the ionosphere. This effect is, however, shown to
be weak and can therefore be ignored [e.g. Richmond, 1974; Untiedt and Baumjohann, 1993].

Since the conductivity is larger in the auroral oval due to particle precipitation along the
magnetic field lines, a full self-consistent current closure is not present for the Hall currents.
The currents are partly fed by the FACs in the noon sector with a return flow along FACs
in the midnight sector. This creates two noon to midnight currents, namely the westward
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Figure 1.13: Particle motion interrupted by collisions with neutrals in the ionosphere, leading
to a net motion of positive particles in the direction of E and negative particles in the opposite
direction. The resulting Pedersen current is shown in pink.

romotion. As plasma particles are brought to a stop by the collision, they begin

accelerating again as a result of the Lorentz force; ions are accelerated in the di-

rection of the electric field E and electrons in the opposite direction. Because the

Lorentz force is a function of q, this results in negative particles moving in one

direction and positive particles moving in the other direction, meaning a net cur-

rent occurs in the direction of the electric field (Baumjohann and Treumann, 1997;

Carlson and Egeland, 1995); this current is the Pedersen current, and the particle

motion is illustrated in Figure 1.13. It can be seen by considering the electric field in

the ionosphere (Figure 1.7) that this current system is not closed; there is a source

in the centre of the dawn convection cell and a sink within the dusk convection cell,

alongside a second sink/source equatorward of the cell (dawn/dusk respectively),

which will be considered later.

The Hall and Pedersen currents arise as a result of neutrals in the atmosphere,

and therefore the density of these neutrals has an effect on the strength of the

currents flowing; this can be seen by examination of Equations 1.36 and 1.37, both

of which are dependent on the collision frequency ν, which is in turn dependent on

neutral density. The neutral density increases sharply with decreasing altitude such

that the ion-neutral collision frequency also increases rapidly, with the ratio of ν/Ω

reaching 1 at 125 km. Above this altitude, the ratio is small and the ion E×B drift

is not substantially retarded, while the mobility of the ions in the E direction is

proportional to νi/Ωi; below this altitude, the drift in the E×B direction becomes

negligible and the ion mobility in the direction of the electric field is proportional to

inversely proportional to νi/Ωi, decreasing with decreasing altitude (Cowley, 2000).

Figure 2.6: Schematics of Pedersen currents caused charge separation from collisions in the
ionosphere. The figure is reprinted from Coxon [2015].
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a) view from over the polar cap: b) perspective view:

JPJ1 J2

JP

J1

magnetic perturbations due to:
Birkeland currents
Pedersen currents

Figure 1.15: a) A Pedersen current closing two Birkeland currents flowing into and out of the
page, seen from above the polar cap. b) A Birkeland current flowing into the ionosphere, and
Pedersen currents flowing from its base. Blue arrows show the magnetic perturbations caused by
the Birkeland current flowing, and pink arrows show those from Pedersen currents; the two cancel
each other out, yielding Fukushima’s theorem.

the Pedersen and field-aligned currents act in the same direction, it is instructive to

examine the magnetopause currents. The magnetic perturbations caused Earthward

of the Chapman-Ferraro currents act in the same direction as the perturbations due

to the Pedersen and field-aligned currents. In this manner, a Poynting flux (Equation

1.39) is implied by the magnetic perturbations and the electric field (acting in the

direction of the Pedersen currents) which acts towards the ionosphere from the

magnetopause (Cowley, 2000).

Now that the Birkeland currents have been described, the large-scale current

circuit for Earth may be explained. Chapman-Ferraro currents induced in the mag-

netopause close in two ways; either through the magnetotail and back through the

Chapman-Ferraro system, or through R1 Birkeland currents linking the magne-

topause to the ionosphere. In the latter case, Pedersen currents then flow, linking

the footprint of the R1 current on the dawn side to the R2 currents. The R2 cur-

rents link the ionosphere to the partial ring current in the inner magnetosphere,

with the partial ring current providing the bridge between the dawn and dusk R2

currents. The Pedersen current system links the dusk footprint of the R2 current

back to the R1 current system, such that currents flow from the ionosphere back to

the magnetopause, which can be seen in Figure 1.16. Since the magnetopause cur-

rents can close through the tail and back to the magnetopause the question of how

much current closes through the Birkeland current system and how much current

Figure 2.7: Principle of the Fukushima theorem described from magnetic perturbations
caused by a single FAC and the associated Pedersen currents. Pedersen current per-
turbations are given in pink and FACs in blue. The actual currents are given in Black, with
Jp denoting the pedersen currents and J1 a region 1 FAC. The figure is reprinted from
Coxon [2015].

(a) Auroral electrojet system (b) Substorm electrojet

Figure 2.8: Schematics of the auroral electrojet currents (left) and substorm electrojet (right)
Inspired by Baumjohann and Treumann [2012].
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(a) (b)

Figure 2.9: Principle of polarization effects resulting in a rotation of the two-cell convection
pattern. The figure is reprinted from McPherron [1991].

auroral electrojet (WEAJ) in the morning sector (0-12 MLT) and eastward auroral electrojet
(EAEJ) in the evening sector (12-24 MLT). The westward and eastward auroral electrojets
are also called the convection electrojets from the plasma convection (Dungey cycle) origin.
Figure 2.8(a) illustrates the convection electrojets positions as a function of MLT. Together
with the substorm electrojet (Figure 2.8(b)), they form the ionospheric equivalent current
system, which in this thesis will be referred to as the auroral electrojet system. The substorm
electrojet is, as the name reveals, an electrojet tied to substorm activity which is elaborated in
Section 2.4 [Baumjohann and Treumann, 2012].
Ionospheric conductivity gradients results in a charge accumulation, producing an electric field,
modifying the total electric field in the ionosphere. This polarization effect results in a rotation
of the two-cell convection pattern described in Figure 2.9, away from noon-midnight symmetry.
(a) shows the ionospheric polarization, and (b) the resultant Hall convection cells. The rotation
results in peak intensities of the eastward electrojet around 18 MLT and around 03 MLT for
the westward electrojet [McPherron, 1991].

Auroral electrojet system - dependence on IMF
Since the Hall currents and thereby the auroral electrojet system are governed by the large scale
Dungey cycle, small changes in the convection pattern will modify the ionospheric footprint.
The magnitude and shape of the ionospheric footprint is thus highly dependent on the direction
of the IMF [Friis-Christensen and Wilhjelm, 1975; Cowley and Lockwood, 1992; Lockwood,
2013]. The north-south component in Geocentric Solar Magnetospheric1 (GSM) coordinates,
Bz, is the key parameter for reconnection to occur, and affects thereby the intensity of the
convection currents. The strongest currents are found for a southward (negative) Bz [e.g.
Cowley et al., 1991; Weimer, 2001].

The east-west component of the IMF has a slightly different effect on the convection pattern.
During reconnection with By > 0, newly opened field lines in the Northern and Southern Hemi-
spheres will be affected by oppositely directed east-west stresses, resulting in an asymmetrical
transport into the tail, reconnection between asymmetrical field lines and in turn an asymmet-

1The GSM coordinate system is fixed with respect to the Earth-Sun line with x pointing towards the sun.
z is a projection of the Earth’s magnetic dipole onto the plane perpendicular to x.
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dominated by emissions from atomic oxygen (OI) at 130.4
nm, while the WIC camera is sensitive to molecular nitrogen
(N2) emissions in the Lyman-Birge-Hopfield (LBH) band and
a few emission lines of atomic nitrogen. Because emissions in
the LBH band is reduced more by molecular oxygen (O2)
absorption than the OI emission, and heating of the atmo-
sphere will affect the scale height of N2 more than of O2, a
relatively higher intensity would be seen by IMAGE-WIC in
the sunlit Northern Hemisphere. This means that the observed

differences in the dusk sector could be underestimated, and
the difference at dawn may be exaggerated. Due to the mod-
eled response [Frey et al., 2003], the observed emissions
decrease with increasing mean electron energy, and this effect
is stronger for the OI line (VIS). This means that high-electron
energy could contribute to the asymmetry at dusk. However,
the large relative difference observed at 6 MLT, combined
with the high absolute intensity in the north, >5.2 kR (with a
peak intensity of 10 kR), lead the authors to conclude that the
observed asymmetry could not be an instrumental effect.
Laundal and Østgaard [2009] explored various candidates

to explain the complete asymmetric aurora. First, differences
in magnetic field strength were examined, but the differences
where the spots are observed were too small (<10%) to
explain the large asymmetries. Then, the effect of difference
in solar radiation was explored. As suggested by Newell et al.
[1996], the dark hemisphere where the conductivity is lower
will have brighter aurora. The idea is that the magnetospheric
current generator will require a larger potential drop in the
hemisphere where the conductivity is lower. From Figure 4,
one can see that this would apply to the southern winter
(dark) hemisphere. This is consistent with the southern dusk
spot, but is not true for the dawn spot. In a recent paper,
Newell et al. [2010] have found that the local winter/summer
intensity asymmetry is most pronounced for the diffuse
aurora produced by energetic electron precipitation. How-
ever, this would not apply to the dusk spot in the southern
winter hemisphere, where there is a statistical minimum of
diffuse aurora [McDiarmid et al., 1975; Newell et al., 2010].
Diffuse aurora has its maximum at midnight and morning
sectors [McDiarmid et al., 1975; Østgaard et al., 1999]. The
morning spot we observe is probably not related to diffuse
aurora for several reasons: (1) it is a transient (10 min), while
the diffuse morning spot has a duration of 30–60 min [Aka-
sofu, 1968; Østgaard et al., 1999], (2) the spot is seen close
to the open-closed boundary, while the diffuse aurora caused
by drifting energetic electrons is usually observed slightly
equatorward of the main auroral oval in the morning sector
[Newell et al., 2010], and (3) it should have been most
intense in the southern dark hemisphere [Newell et al.,
2010]. The next two candidates of explanations that also
were the conclusion of the paper, both involve interhemi-
spheric currents. As these will be further explained and
discussed in section 4, we will just briefly mention them
here. The first candidate is the more effective solar wind
dynamo in the Southern Hemisphere due to the combination
of positive tilt angle and positive IMF Bx, as suggested by
Cowley [1981b]. This is consistent with the persistent spot in
the southern dusk. The second candidate is the conductivity
difference and gradient across the terminator that according
to Benkevich et al. [2000] will produce an upward current in

Figure 3. (a) Snapshot of open (solid, dashed, dotted) field lines and
one reconnected closed (thick) field line under the influence of the
magnetic tension force (thick gray arrows) from IMF By > 0 and
Bz < 0 acting toward dawn in the Northern Hemisphere and toward
dusk in the Southern Hemisphere. (b) Superposition of the IMF and
the symmetric field. Figure 3 is similar to Figure 5 ofØstgaard et al.
[2004], except that we have emphasized that the By penetration is
largest in the plasma sheet where the total field strength is weakest,
as indicated by the dashed field line in Figure 3b.

104 CONJUGATE AURORA AND CURRENTS

Figure 2.10: Principle of asymmetric reconnection in the tail caused by an asymmetrical
transport of field lines to the tail. The figure is reprinted from Østgaard and Laundal
[2013].

rical convection pattern in the ionosphere. The principle of asymmetrical reconnection in the
tail is shown in Figure 2.10 [Cowley et al., 1991; Østgaard and Laundal, 2013; Friis-Christensen
et al., 2017].

The overall convection pattern as a function of clock angle (Bz and By dependence) is given
in Figure 2.11 in form of the electrical potential. Large electrical potential refers here to a
strong current, and vice versa. Several other studies, such as Weimer [2001] (FAC pattern)
and Grocott and Milan [2014] show similar dependencies both from model studies and obser-
vations. The convection pattern for the Northern and Southern Hemisphere is found almost
identical, with mirror values of By. By has, due to the asymmetrical reconnection opposite
effects on the Northern and Southern Hemisphere. For a purely southward IMF (Sector 4 in
the figure) the convection pattern is very similar to the two-cell schematic presentation of the
Hall currents in Figure 2.5(a). The presence of a positive By component (negative on the
Southern Hemisphere) skews the convection pattern (Sector 3) consistently with the principle
of asymmetrical reconnection in the magneto tail. When By < 0 (By > 0 on the Southern
Hemisphere), the same skewness is not found, failing to fulfil the otherwise expected mirror
symmetry. The lack of mirror symmetry is supported by a numerical MHD simulation by
Tanaka [2001]. A Northward IMF (Sector 7, 0 and 1) results in a weak convection pattern
from the lack of dayside reconnection [Haaland et al., 2007].

Further information on the IMF dependence of the ionospheric convection system can be
found in [e.g. Friis-Christensen and Wilhjelm, 1975; Friis-Christensen et al., 1985b; Cowley
and Lockwood, 1992; Weimer et al., 2010; Haaland et al., 2007].

Ionospheric conductivity - diurnal and seasonal dependence
The ionospheric conductivity is, as previously stated, important for the formation of the auro-
ral electrojet system, with the Sun as the primary source. This subsection therefore provides
a short introduction to the origin and causes to modifications. Ionospheric ionization, and
thereby the conductivity, is controlled through two principle sources: auroral particle precipi-
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tation and solar extreme ultraviolet (EUV) radiation. The Dungey cycle provides not only the
convection of charged particles, but also the transport of those particles into the ionosphere
in the form of particle precipitation. A side effect of this is the radiation from excited states
(caused by collisions) of precipitating solar wind particles, causing the visual evidence of the
Dungey cycle in form of the aurora. On the Sun-facing side of Earth, solar ultraviolet radiation
is absorbed in the ionosphere, producing heat along with ionization [Meng, 1979; Elphinstone
et al., 1996; Guo et al., 2014].

The geometry of the auroral precipitation is controlled by interaction with IMF and will align
with the ionospheric convection pattern. The solar extreme ultraviolet radiation will on the
other hand depend on solar zenith angle, with reference to a geographical coordinate system.
With a different magnetic pole displacement in the Southern and Northern Hemisphere, this
will cause a non-conjugate dayside conductivity in the auroral oval, and with that interhemi-
spherical differences in the auroral electrojet system. The larger pole displacement in the
Southern Hemisphere will furthermore cause stronger EUV conductivities due to more hours of
solar illumination. The actual shape of the current cell is furthermore shown [Laundal et al.,
2016b,a] to be affected by sunlight, with a closer resemblance to the convection pattern during
sunlit conditions (summer) [Friis-Christensen and Wilhjelm, 1975; Meng, 1979; Guo et al.,
2014].

The two principle conductivity sources have been shown to result in a local time dependence,
with the dayside (noon-sector) dominated by solar EUV emissions and the night side by particle
precipitation. This local time dependence is associated with diurnal variations in both auroral
oval size [Meng, 1979] and strength of the auroral electrojet system [Guo et al., 2014]. Inves-
tigations of the diurnal variation of the auroral oval have revealed a 24-hour oscillation with an
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Sector 3: Bz-/By+
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Sector 5: Bz-/By-
ΔU=51.3 kV
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15.5 kV-17.9 kV
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ΔU=18.3 kV

7.1 kV-11.2 kV

Fig. 7. Electric potentials in the Northern Hemisphere, as a function of AACGM latitude and magnetic local time, for 8 clock-angle
orientations of the IMF, obtained by mapping the Cluster EDI velocity measurements into the ionosphere. The background color shows the
value of the potential, according to the color bar at the center. Lines are drawn at fixed values of the potential, with a 3 kV spacing.The
minimum and maximum potentials are listed at the bottom, and the total potential at the upper right of each map.

convection cells (often referred to as “lobe-cells”) through
reconnection of already open polar cap field lines with a
strongly northward IMF, resulting in a channel of sunward
flow in between them, has been predicted by Burke et al.
(1979) and Reiff and Burch (1985), and discussed in Cowley
and Lockwood (1992); Hill (1994); Reiff and Heelis (1994);
Greenwald et al. (1995b). But as far as we know, the resulting
four-cell pattern has never been observed this clearly in sta-
tistical convection maps. Figure 2 of Weimer (2005) shows

a third cell quite clearly for northward IMF, and a fourth cell
ever so weakly. Some sunward flow also begins to appear
in the maps of Ruohoniemi and Greenwald (2005) for north-
ward IMF, but not in the form of one or two well-defined
cells.

For northward IMF combined with a positive or negative
By component (Sectors 1 and 7, respectively), the prediction
is for just one extra cell wholly on open field lines (e.g., Reiff
and Burch, 1985), but this is not apparent in our data.

Ann. Geophys., 25, 239–253, 2007 www.ann-geophys.net/25/239/2007/

(a) North

S. E. Haaland et al.: High-latitude plasma convection from Cluster EDI measurements 249

South Polar Cap
2001/02-2006/03

EDI C1-C3

COR  vvmap<5.0km/s  bias_>=_0.96  MP_dist_>2RE

Potential [kV]

Sector 0: Bz+
ΔU=14.5 kV

6.6 kV-7.9 kV

Sector 1: Bz+/By+
ΔU=24.7 kV

10.7 kV-14.0 kV

Sector 2: By+
ΔU=42.1 kV

20.3 kV-21.8 kV

Sector 3: Bz-/By+
ΔU=48.6 kV

25.2 kV-23.4 kV

Sector 4: Bz-
ΔU=58.5 kV

30.1 kV-28.5 kV

Sector 5: Bz-/By-
ΔU=53.0 kV

27.7 kV-25.3 kV

Sector 6: By-
ΔU=38.8 kV

21.0 kV-17.8 kV

Sector 7: Bz+/By-
ΔU=24.0 kV

9.3 kV-14.7 kV

Fig. 8. Same as Fig. 7, but for the Southern Hemisphere.

A quantitative measure of the convection is the total cross
polar cap potential drop as a function of the IMF clock-angle.
The derivation of these numbers is straightforward for situ-
ations with only a single maximum and minimum, but less
so if there are more than one each. In those cases (such as
Sector 0 in the figures) we have just subtracted the small-
est minimum from the largest maximum, which both can
be read-off from Figs. 7 and 8. In Table 3 we list our
values for both hemispheres, and those from Papitashvili
and Rich (2002), Ruohoniemi and Greenwald (2005), and
Weimer (2005) for the Northern Hemisphere only. As Pap-
itashvili and Rich (2002) separate their results according to

season, we show the average. Similarly, we also show the
average for Ruohoniemi and Greenwald (2005), who sepa-
rate their results according to the magnitude of the IMF. The
results from Weimer (2005) are for a fixed solar wind veloc-
ity of 450 km s−1and a solar wind density of 4.0 cm−3, both
slightly higher than the corresponding median values of our
solar wind data set. Figure 9 shows a plot of the potentials
for the Northern Hemisphere listed in Table 3.

Comparison of our numbers for the Northern and South-
ern Hemisphere shows excellent agreement. Our numbers
are somewhat larger than those from Ruohoniemi and Green-
wald (2005), but smaller than those of Papitashvili and

www.ann-geophys.net/25/239/2007/ Ann. Geophys., 25, 239–253, 2007

(b) South

Figure 2.11: Electric potential binned according to IMF clock angle. From Haaland et al.
[2007].
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amplitude of approximately four degrees, associated with the daily precession of the geomag-
netic pole and the following variation in EUV conductivity. Geomagnetic pole displacement
causes a diurnal variation in solar EUV conductivity, with maximum conductivity at magnetic
noon2 (∼ 18.00 UT) on the Northern Hemisphere. The maximum in EUV conductivity is
found with an associated smaller auroral oval [Meng, 1979; Laundal et al., 2016a].

Variations in solar illumination cause furthermore a seasonal dependence on the current system,
with stronger conductivities during local summer. Other effects, such as the equinoctial effect
[Bartels, 1932; McIntosh, 1959] and the semiannual variation caused by the Russell-McPherron
effect [Russell and McPherron, 1973], cause a decrease in the westward electrojet during winter
and stronger currents around equinox. The Russel-McPherron effect is caused by an annual
variation in dipole axis tilt, causing variations in the IMF-geomagnetic field configuration, with
an optimum for dayside reconnection around equinox. A southward IMF is statistically more
likely during equinox, since the dipole is tilted along the Earth’s orbital track during this season.
Stronger currents are therefore expected during equinox [Weimer et al., 2010; Guo et al., 2014;
Coxon et al., 2016].

The westward and eastward electrojet has on the Northern Hemisphere been shown [e.g. Singh
et al., 2013; Guo et al., 2014] to exert different annual variations, with maximum and minimum
in eastward electrojet during summer and winter accordingly and a semiannual variation in the
westward electrojet with maxima around equinox. The semiannual variation in the westward
electrojet is believed to be due to the Russel-McPherron effect [Guo et al., 2014].

2.4 Magnetic storms and substorms - The Akasofu model
The formation and definition of a substorm is not fully established. Many theories are presently
on the table, such as e.g. the near-Earth neutral line model [McPherron et al., 1973; Baker
et al., 1996] and the current sheet disruption model [Lopez et al., 1994; Lopez, 2000]. This
section will focus only on the effects of a substorm on the auroral electrojet system. For the
sake of explaining the different substorm phases, we have adopted the theory by [McPherron
et al., 1973]. The general structure of the ionospheric convection and auroral oval during a
substorm was first proposed from ground observations by Akasofu [1964] and later confirmed
from satellite observations [e.g. Anger et al., 1973; Akasofu et al., 1973; Rostoker et al., 1980].
The original substorm model [Akasofu, 1964] consisting of an expansion and recovery phase was
later modified by the addition of the preluding growth phase by McPherron [1970] [McPherron,
1991; Elphinstone et al., 1996].

A substorm is a release of energy stored in the magnetosphere through enhanced tail recon-
nection, and is often associated with bright and dynamic aurora [Milan et al., 2007]. This
release of energy will not only enhance the convection electrojets (WAEJ and EAEJ), but also
form a so-called substorm current wedge and the associated substorm electrojet across the
midnight sector. The substorm electrojet, schematized in Figure 2.8 is a westward flowing
current, adding to the strength of and expanding the WAEJ into the evening sector. A new
study by Friis-Christensen et al. [2017] shows, unlike previous assumptions, how the substorm

2Magnetic noon is the time of smallest solar zenith angle at the geomagnetic pole.
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electrojet is present not only during substorms (disturbed conditions) but also for geomagnetic
quiet conditions. The geometry of the current wedge is shown, together with the Dungey cycle
in Figure 2.12. (b) and (d) show the noon-midnight cross section of the magneosphere, while
(a) and (c) presents a perspective view. The top figures show the system during the growth
phase of a substorm, and the bottom during the expansion phase. The substorm current wedge
is only present during the expansion phase, and is marked as the purple line in (c). The blue
arrows indicate the solar wind flow, yellow the magnetopause currents, blue lines the closed
field lines, and red the open field lines. XTL in (d) marks the magnetic tail reconnection site
and the black arrow the earthward jetting of the newly closed magnetic field lines. [Lockwood,
2013; Laundal, 2010; Milan et al., 2017]

Phases of a magnetic substorm
A substorm is believed to have three distinct phases, a growth phase, an expansion phase and
a recovery phase. The last two are presented in the classical substorm diagram by Akasofu
[1964] in Figure 2.13. Figure 2.13(a) gives the quiet time conditions preceding the substorm.
The growth phase is recognized by an erosion of the dayside magnetosphere by dayside recon-
nection, transporting magnetic flux to the magnetotail in form of energy stored in the lobes
of the tail. The increased number of open field lines due to prevailing dayside reconnection
results in an equatorward expansion of the polar cap and auroral oval. The auroral oval thus
expands and shrinks according to input of solar wind energy [McPherron et al., 1973; Baker
et al., 1996; Campbell, 2003].

In the expansion phase, given in Figure 2.13(b) to (d) and the bottom row of Figure 2.12, the
dayside reconnection is joined by a night time reconnection, resulting in a sudden release of
energy. This energy is transported into the ionosphere by the earthward motion caused by the
night time reconnection. The time of the nightside reconnection is called the onset or breakup
of the substorm, and is marked by a brightening and poleward motion of the equatormost arc,
consistent with a contracting polar cap. The expansion phase is where the most dynamic and
bright aurora is observed under the auroral oval. The auroral breakup is first seen around mid-
night, but expands rapidly north and westward with what is called a westward travelling surge.
The substorm electrojet is concentrated in the active breakup region and expands westward,
into the evening sector, along with the westward travelling surge. The last phase of a substorm
is the recovery phase, where the northernmost arc reaches it’s highest latitude (smallest polar
cap) and the state of the ionosphere returns to pre-substorm conditions. This is illustrated in
Figure 2.13(e) and (f) [Akasofu, 1964; Elphinstone et al., 1996; Baumjohann and Treumann,
2012; Milan et al., 2017].

A magnetic substorm is recognized primarily by the distinct magnetic perturbation to the
horizontal magnetic field at ground level. A magnetic observatory positioned directly below a
westward flowing current (westward or substorm electrojet) on the northern hemisphere, will
observe a distinct negative baseline deviation in the horizontal magnetic field component.

Short on magnetic storms
The sunward plasma convection from the outer magnetotail towards the inner magnetotail
associated with the substorm expansion phase contributes not only to an enhancement of the
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Figure 14: Schematic of Earth’s magnetospheric current systems. Parts (b) and (d) are views of the
noon-midnight cross-section of the magnetosphere, ABDC, from the ecliptic on dusk side of the Earth and
show current sheets in orange, interplanetary field lines in green, open geomagnetic field lines (that thread
the magnetopause) in red and closed field lines (that do not) in blue. Parts (a) and (c) are views of the
northern-hemisphere currents in the tail and dayside magnetopause from high northern latitudes in the
pre-midnight sector. In all panels X, Y , and Z are the axes of the GSM reference frame. Parts (a) and
(b) are for a substorm growth phase, whereas (c) and (d) are for a substorm expansion phase. B is the
undisturbed IMF and JBS is the current in the Bow Shock. In all panels magnetic reconnection is taking
place at XMP in the dayside magnetopause. The tail lobe field is BTL and the current in the cross-tail
current sheet (JCT) is disrupted in the grey areas in (c) and (d). The mauve currents in (c) are the
“substorm current wedge” within which the magnetospheric field lines “dipolarise” at onset (the dashed
line in (d) shows the stretched field line before onset and the arrow the associated sunward convection
surge of the frozen-in plasma). The “near-Earth neutral line”, XTL, is also shown in (d).

Living Reviews in Solar Physics
http://www.livingreviews.org/lrsp-2013-4

Figure 2.12: Schematics of the Earth’s magnetospheric current systems during the growth
phase (top panel) and the expansion phase (bottom panel) in a perspective view (a,c) and
as a noon-midnight cross section. Blue arrows indicate the solar wind flow and yellow the
magnetopause currents. blue lines marks close field lines, red, open field lines and green,
the field lines of IMF. The substorm current wedge and corresponding substorm electrojet
is marked in purple. The figure is reprinted from Lockwood [2013]
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Figure 2.13: Visualization of aurora during (a) Quiet arc, (b - d) substorm expansion phase
and (e - f) growth phase, as first presented in Akasofu [1964].

convection electrojets, but also to an enhancement of the ring current. A typical substorm
time scale is approximately 1/2 to 1 hour. A geomagnetic storm on the other hand is recog-
nized from a significant enhancement of the ring current over a longer period of time (more
than one hour), consistent with a prolonged strong southward IMF. The exact relationship
between the magnetic storms and substorms is a matter of definition and is today still unclear.
Magnetospheric and ionospheric dynamics is comprised of a variety of dynamic changes some-
times resembling the state of an isolated magnetic substorm. These events are called sawtooth
events [Belian et al., 2013]. Some [e.g. McPherron, 1991; Pulkkinen et al., 2007] believe them
to be a series of intense substorms, while others [Fung et al., 2016] find them to represent
their own specific class of magnetospheric activity [McPherron, 1991; Milan et al., 2017].

Secondary induced currents in the Earth’s upper mantle and lithosphere

During active conditions (geomagnetically disturbed) temporal variations in the auroral electro-
jet system result in a time varying component of the magnetic field. This magnetic signature
induces a secondary current in the conducting upper mantle and lithosphere opposite to the
ionospheric currents, which in turn causes a magnetic field signature. The contribution from
these geomagnetically induced currents can during geomagnetically disturbed periods be very
important - especially when performing ground observations. The contribution to the local
electrojet index IL3 was during quiet conditions estimated by Tanskanen et al. [2001] to ap-
proximately 10−20%. At highly disturbed times, IL can be up to 40% of the signal at ground
level. The induced currents depend greatly on the conductivity structure of the Earth, on the
temporal and spatial structure of the auroral electrojet system and on the location of the mea-

3Locally derived electrojet index from the Scandinavian IMAGE magnetometer chain [Kauristie et al., 1997]
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surements relative to the source current. Especially the spatial structure of the conductivity of
the Earth can be challenging [Mareschal, 1986; Juusola, 2009].

2.5 Societal space weather effects
Space weather has an increasing effect on life in the modern world, with more and more tech-
nology dependent on GPS. An example is the effect on navigation, a well know phenomena
in the aviation industry. Airlines prefer to take the shortest route between two cities, marked
by the great circle distance. Flying between parts of North America and Europe, however,
puts the flight path through regions with magnetic observations highly disturbed by the au-
roral electrojet system. These disturbances cause irregularities in the navigational systems
and especially, approach and landing services, which will force the plane to make an emer-
gency landing at nearest airport. The health of passengers and staff is furthermore affected
by an increased particle radiation during geomagnetically disturbed conditions. Understanding
space weather effects in the ionosphere is of increasing interest with increasing use of polar
routes [Pirjola et al., 2005; EASA, 2012]. Space weather is furthermore found responsible
for increased drag on low-altitude spacecrafts [Pirjola et al., 2005; Liu and Lühr, 2005] and
instabilities in the reliability and performance level of ground-based and spaceborn technolog-
ical systems. Ground-based systems mainly experience problems caused by geomagnetically
induced currents. The geomagnetically induced currents are electrical currents induced in the
conducting upper layers of the Earth by the time variable ionospheric currents, causing large
problems for directional drilling in polar regions. Relying on GPS signal when drilling below
the Earth surface is not possible, since the GPS signal is absorbed in the surrounding mate-
rial. Companies therefore often turn to the magnetic field for orientation. Since the magnetic
field changes with both position (local crustal field changes) and time, navigation becomes
difficult. During disturbed times, geomagnetically induced currents can cause large deviations
(estimated up to 40% of the signal [Tanskanen et al., 2001]) from the quiet time reference
models, used as reference to the magnetic field measured in the drill hole. The companies are
therefore, to avoid loss of direction, forced to stop drilling during periods of high geomagnetic
activity [Pirjola et al., 2005; Poedjono et al., 2013].

Induction in the established power system during highly disturbed times, may overload the
system, causing major powercuts, threatening the modern life. A threat, which recently caused
the Danish emergency management agency to acknowledge space weather as one the the top
13 largest threats against Denmark. Electromagnetic disturbances caused in the fall of 2015
the closure of a Swedish airport due to blackout in the radar systems, during a magnetic
storm [Pulkkinen et al., 2005]. In 1989 geomagnetically induced currents caused a nine hour
blackout for six million people in Québec, Canada, and in 1859, the Carrington event4 caused
powerful currents in the telegraphic network, causing telegraphers to experience electric shocks
and papers to burst into flames. Consequences can only be speculated, should an event as
powerful as the Carrington event happen today, with all the modern electrical technology. The
auroral electrojet system is one of the strongest manifestations of space weather, and plays
therefore an important role in it’s understanding. [Viljanen and Pirjola, 1994; Viljanen et al.,
1999; Pirjola et al., 2000; DEMA, 2017].

4The Carrington event is the largest known geomagnetic storm [Shea et al., 2006].
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2.6 Monitoring the disturbance level using magnetic indices
External sources can as previously mentioned not be assumed stationary in either time or space.
With the solar wind as the driving mechanism of the currents, changes in the solar wind will
affect the external contribution to the magnetic field. In order to correct for these external
sources when dealing with e.g. internal field modelling, it is important to have a measure of
the disturbance of the ionosphere and magnetosphere. Geomagnetic indices such as Dst, RC,
AE and Kp have over the years provided such a measure of the degree of disturbance.

Kp index
One widely spread activity measure of ionospheric currents is the 3 hour range index, Kp
[Bartels, 1957]. Kp, or planetary K value, is derived from the average of 13 observatory K
values [Bartels et al., 1939] to provide an index for the global disturbance. The K values
are estimated as the range value (difference between absolute maximum and minimum) of
geomagnetic activity for each component, H (horizontal), Z (vertical) and D (declination)
(subtracted quiet day variation) of the magnetic field at a given observatory. The range is then
converted into the quasi-logarithmic K index based on a latitude dependent conversion table
individual for each observatory [Rostoker, 1972; Campbell, 2003]. The Kp index is provided
and managed by GFZ [2017].

AE index
The Kp index provides a capable measure of the general state of planetary geomagnetic
activity. It does, however, not distinguish between magnetospheric ring current activity and
auroral electrojet activity. A more direct measure of the auroral zone activity is provided by the
AE index [Sugiura and Davis, 1966]. To obtain this, measurements from 12 observatories in the
sub-auroral zone, evenly spaced along the auroral oval are used. The index is derived based on
perturbations to the horizontal field. Treating the auroral electrojets as two separate currents,
one flowing towards the east, and one flowing towards the west, the horizontal component of
the magnetic field will provide a good measure of the strength of this. The sign of the deviation
from a quiet field will give the direction of the current, with a positive deviation for an eastward
current and a negative deviation for a westward current. A schematic example of the change
in the horizontal component strength below a westward flowing current is given in Figure 2.14.
At any given time, the most positive and negative deviation of all the observatories provides
the upper and lower limit of deviation. These are called the AL and AU index, providing an
individual measure of the strength of the western and eastern electrojet. Given the geometry
of the electrojet system (see Figure 2.8), the most positive deviation is found in the evening
sector and the most negative in the morning sector according to MLT. The combined AE index
(AU −AL) will therefore be a measure of the intensity for the most active local times, around
midnight [Rostoker, 1972; Campbell, 2003]. The AE index is provided by WDCG [2015].

Dst and RC index
As the AE index was introduced to give an indication of auroral electrojet strength, so was the
Dst index [Sugiura, 1964] introduced to provide a measure of the ring current strength. The
basic idea behind the Dst index is similar to the idea behind the AE index. Dst indicates the
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Figure 2.14: Mangetic field perturbations at three observatories below a westward current
on the Northern Hemisphere. Magnetic perturbations is given in blue, with the horizontal
component in green and the vertical component in yellow.

global part of the geomagnetic disturbance after subtracting typical quiet day variation from
low-latitude observatory data. The aim is to estimate the magnetic disturbance due to the ring
current, which will contribute only with a magnetic field deviation along the geomagnetic axis.
Therefore only the deviation in the horizontal component of the magnetic field is needed for
the index. The subtraction of the quiet day Sq current system signature is not perfect, since
it is estimated from quiet time only, and enhancements during magnetic storms has not been
accounted for [Rostoker, 1972; Campbell, 2003], resulting in a bias for geomagnetic active
periods. The Dst index is provided by WDCG [2015].

The RC index provides a similar index to the Dst index, namely a measure of the ring current
strength. As an attempt to avoid contamination by the Sq current system, only night time data
is applied. Furthermore, a better baseline stability is applied along with more observatories.
The RC index is derived from an hour-by-hour spherical harmonic analysis of night time data
from 21 worldwide stations located at mid or low latitudes [Olsen et al., 2014].





Chapter 3

Preparing Swarm and CHAMP magnetic
field observations for ionospheric current

models

The two methods described in this thesis, 1D SECS and LCM are both based on magnetic
satellite observations. The following chapter provides a short introduction to magnetic satellite
missions, along with a description of the preprocessing necessary for implementation of the
named methods. Finally, the chapter will provide a short introduction to the coordinate system
in which our results are presented.

3.1 Satellite magnetic observations
Satellite technology has greatly advanced the science of geomagnetism. The first dedicated
satellite mission to study the Earth’s magnetic field was the eight month NASA satellite mis-
sion, Magsat [Langel et al., 1982], launched in 1979. 20 years later, the Danish Ørsted satellite
[Neubert et al., 2001; Olsen, 2007] was launched carrying two magnetometers. The satellite
was planned as a 14 months mission, but lasted more than a decade. The satellite has provided
important information about the changes in the magnetic field down to a spatial scale, not
before obtainable [Hulot et al., 2002] along with increased understanding of the ionospheric
and magnetospheric current systems [Christiansen et al., 2002]. The evolution of the mag-
netic field was followed up by the launch of the Argentinian SAC-C [Colomb et al., 2004] and
German CHAMP [Reigber et al., 2002] satellites, providing important information e.g. of the
development of Earth’s crustal magnetic field [Friis-Christensen et al., 2006; ESA, 2017c].

The 10 year CHAMP satellite mission has furthermore provided many important science results
for the auroral electrojet system, including Ritter et al. [2003] and Juusola et al. [2007]. On
board the CHAMP satellite was (1) a dual-frequency GPS receiver for precise tracking of the
satellite, (2) an accelerometer measuring the non-gravitational orbit perturbations, such as air
drag and solar and Earth radiation pressure, (3) a startracker for precise inertial orientation, (4)
a retro-reflector for additional tracking from ground, (5) a digital ion drift meter to measure the
electrical field vector along orbit and finally (6) the magnetometer instrument package, con-
sisting of an Overhauser scalar magnetometer and two fluxgate vector magnetometers [Reigber
et al., 2002].
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(a) (b)

Figure 3.1: Instrument description of the Swarm satellite, reprinted from ESA [2017a].

Although missions, such as CHAMP, has provided high quality magnetic observations, irregu-
larities in especially the external fields, has proven difficult to model for single satellite missions.
The launch of the three satellite constellation Swarm mission on the 22nd of November 2013,
opened up a new way to investigate both internal and external sources to the Earth’s mag-
netic field. The specificly designed constellation provides comparable measurements across
local times and heights, enabling important investigations of e.g. the longitudinal dependence
of the auroral electrojet system. Previous missions, furthermore, revealed that measurements
from a full solar cycle is important for distinguishing between solar cycle and short-term secular
variation effects. The main objective of the Swarm mission is to provide the best ever survey
of the Earth’s magnetic field, to gain new insights in understanding the Earth’s interior and
near Earth magnetic environment by addressing the challenges of separating contributions from
various field sources. The primary research objectives are categorized in four main groups: (1)
Core dynamics, including geodynamo process and core-mantle interaction, (2) crustal mag-
netisation, (3) three dimensional electrical conductivity of the mantle and (4) magnetospheric
and auroral electrojet systems [Friis-Christensen et al., 2006; Olsen et al., 2013].

The three identical Swarm satellites, Alpha, Bravo and Charlie, carries a range of magnetic
instruments onboard (see Figure 3.1). The core instrument on the satellites are the high-
precision Vector Fluxgate Magnetometers (VFM), providing measurements of the magnitude
and direction of the magnetic field. The orientation of the magnetic vector is provided by
the Startracker. The Absolute Scalar Magnetometer (ASM) provides scalar measurements of
the magnetic field mainly for calibration of the vector field magnetometer. The accelerome-
ter provides information about the air drag and wind around the satellites by measuring the
non-gravitational acceleration in its respective orbit, used for derivation of air density models
and solar wind effects on upper-atmosphere dynamics. At the front of the each satellite an
electric field instrument provides high resolution measurements of plasma density, drift and
velocity to characterise the electric field in the near-Earth environment. The Langmuir probes
provides measurements of electron density, electric potential and the electron temperature of
the satellite environment. Precise orbit determination is found from the GPS receivers and the
GPS validating laser retroreflector [ESA, 2017c].

The satellites were launched on one launch vehicle, and flew up until February 2014 in close or-
bit formation. Since then, satellite Alpha and Charlie have flown side-by-side with an east-west
separation of 1.4◦ at an altitude of approximately 450 km (as of January 2017) in a near-polar
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Figure 3.2: Swarm orbit constellation [ESA, 2017a].

orbit with an inclination of 87.4◦. Bravo flies in a slightly higher orbit of approximately 520
km altitude with an inclination of 88◦. The difference in orbital inclination results in different
local time drift rates between satellite Alpha/Charlie and Bravo, with a six hour separation
reached in 2018. An illustration of the Swarm constellation is given in Figure 3.2.

The mission was designed as a four year mission. The lifetime is, however, expected to be much
longer, dependent on orbital manoeuvres. The orbital manoeuvres are determined by the sci-
ence community to gain the best possible scientific results from the mission. If no manoeuvres
are done, re-entry is expected for the lower pair between 2022 and 2028, see Figure 3.3. The
decision will be a trade-off between mission length (long term variations), and enough low-orbit
measurements, important for internal field modelling, and ionospheric current determination.

Decay rate 

400km 

300km altitude 

Without orbit manoeuvres the 
re-entry of lower pair is 
between 2022 and 2028 (2030) 

Swarm predicted height evolution from September 2016 

Figure 3.3: Orbit evolution of the three Swarm satellites [ESA, 2016].
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Further information about the Swarm products, can be found e.g. on the ESA webpage [ESA,
2017c] and in the paper by Olsen et al. [2013].

3.2 Pre-processing of the magnetic field observations
Two different methods are presented in this thesis, the LCM and 1D SECS method. The two
methods are optimized for working with both CHAMP and Swarm magnetic field observations,
thereby expanding the use of both methods. The Swarm and CHAMP satellites provide cali-
brated and formatted time series of observations from each of the three satellites as Level-1b
(L1b) data (level-3 data for CHAMP), given in physical SI units in geo-localized reference
frames. The products used in this thesis are MAG LR L1B 1 Hz scalar and vector measure-
ments of the magnetic field intensity, F obs, provided by the ASM and VFM instrument [Olsen
et al., 2013].

The magnetic field observations provided by CHAMP and Swarm contains the full magnetic
field, including all magnetic sources (see Section 2.2). To estimate the ionospheric contribution
we need to remove contributions from the core, crust and magnetosphere. For the scalar field,
the ionospheric contribution, δF obs is found as

δF obs = F obs − Fmod, (3.1)

where Fmod is the contribution from core, crust and magnetosphere provided by the CHAOS-
5 model [Finlay et al., 2015]. The same approach is followed for each component of the
vector field. Studying the residual magnetic field of strengths down to a few nT, removal and
determination of, especially the core field with strengths up to ∼ 70, 000 nT, is crucial. A
discussion of the separation of the ionospheric signal from other sources using geomagnetic
models, such as CHAOS-5, is discussed in Stolle et al. [2016]. They find a deviation of the
ionospheric signal of up to 10 to 15% based on lithospheric and quiet-time magnetospheric
signal. The magnetospheric correction is found by the RC index (Section 2.6). Figure 3.4
shows the magnetic field for a typical orbit as a function of Quasi Dipole (QD) latitude (see
later subsection for details) after the removal of the core field (a and b), core plus crustal
field (c and d) and finally the removal of core, crust and magnetospheric contribution (e and
f). Focusing on the bottom row, we see a typical contribution from the ionosphere. At night
(left), only polar regions (auroral electrojet system) contributes to the ionospheric magnetic
field. The signature is, especially for the southern pole (negative QD latitudes) consistent with
the signature of a single westward electrojet around 65◦. During the day (right), low latitude
regions shows sign of the solar illumination dependent Sq current system. The high latitude
electrojet signal is, however, still visible.

Vector vs. scalar field measurements
The LCM and 1D SECS methods differ mainly in the way the ionospheric currents are estimated.
Differences in input data, however, also affects the methods ability to accurately determine
the ionospheric currents. The LCM uses scalar data as input, and is therefore only able to
determine the equivalent current system (auroral electrojet system). The 1D SECS method,
however, uses the full potential of satellite data, by using the full vector field provided by
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Figure 4
(a,c,e) Magnetic field intensity residuals versus Quasi-Dipole (QD) latitude for the nighttime part of CHAMP orbit number 57732 of
August 16, 2010. (b,d,f ) Same as in panels a, c, and e, but for the daytime part of the orbit. (a,b) The gray curve shows the difference
between observed magnetic intensity Fobs and the core field part (magnetic field contribution from Earth’s core) Fcore (�F = Fobs –
Fcore). The blue curve shows the predicted crustal field as given by the model MF7 (Maus 2010a). (c,d ) The gray curve indicates the
difference between the two curves shown in panels a and b, i.e., the observed values minus the model values for the core and the crust.
The blue curve indicates the modeled contributions of magnetospheric currents. (e,f ) The magnetic field intensity after removal of the
contributions represented by the blue curves in panels c and d. Abbreviations: LT, local time; nT, nanotesla; UT, universal time.

Field-aligned current
(FAC): electric
current flowing along
the field lines of the
ambient magnetic field

might result from an imperfect removal of the magnetospheric signal. However, at high latitudes,
there occur large fluctuations due to auroral current systems in the E-region and field-aligned
currents (FACs) that connect to the magnetosphere. Their amplitudes are stronger in the sunlit
(Northern) polar region than in the dark (Southern) polar region.

A similar plot, but for the dayside part of the orbit (equator crossing at 11:35 LT), is shown in
Figure 4b,d, f. After removal of contributions from the core, crust, and magnetosphere, significant
signals remain even at low and middle latitudes (Figure 4f ). A large-scale field depression is

448 Olsen · Stolle

A
nn

u.
 R

ev
. E

ar
th

 P
la

ne
t. 

Sc
i. 

20
12

.4
0:

44
1-

46
5.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
by

 T
ec

hn
ic

al
 In

fo
rm

at
io

n 
C

en
te

r &
 L

ib
ra

ry
 o

f D
en

m
ar

k 
on

 0
5/

03
/1

2.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

Figure 3.4: Magnetic field intensity observations as a function of QD latitude from a typical
satellite night time (left) and daytime (right) orbit, deducted the main field (top row),
main field and crustal field (middle row) and the full modelled estimate of core, crust and
magnetosphere, Fmod. The figure is reprinted from Olsen and Stolle [2012].

CHAMP and Swarm. It enables determination of both the auroral electrojet system and the
FACs. The use of vector data introduces, however, also complications in terms of computation
and an additional error source due to stronger contamination of the radial magnetic vector
component from FACs compared to only using measurements of the field intensity (scalar
observations).

Choosing the correct coordinate system for presenting the ionospheric sheet
current densities
Many different coordinate systems are used as reference for studying the high-latitude geospace.
Laundal and Gjerloev [2014] argue how a correct choice in coordinate system is important, es-
pecially when considering longitudinal or UT variations. They furthermore argue that when
analysing ionospheric currents, the appropriate current system is a corrected geomagnetic
(CGM) coordinate system, such as the apex quasi-dipole (QD) coordinate system [Richmond,
1995]. To give the best possible presentation of our estimates of the auroral electrojet system,
all results in this thesis are given in the QD coordinate system.
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Conversion to the QD system from a geographical coordinate system involves a scaling of the
vector to compensate for variations in magnetic field strength seen in a geographical grid and
a rotation to a non-orthogonal set of base vectors. Geographical coordinates are converted
from field line tracing along an International Geomagnetic Reference Field (IGRF) [Thébault
et al., 2015] model line to the geodetic height (maximum height above the field line above
the Earth, taking the Earth’s elliptical shape into account). The QD longitude is then found
as the centred dipole longitude of this point. The corresponding QD latitude is determined
by mapping back to a spherical Earth along a dipole field line [Laundal and Gjerloev, 2014;
Laundal and Richmond, 2017].



Chapter 4

Mathematical description of two models
describing the auroral electrojet system

4.1 Line current model
The line current model (LCM), first presented by Olsen [1996], takes advantage of the fact that
electric currents are predominantly confined to the direction along the geomagnetic main field,
B0, due to the nearly vanishing transverse electrical conductivity in the region above 300 km
altitude. These FACs will not, assuming a uniform ambient field (B0), contribute to the par-
allel magnetic field, and thereby the intensity of the magnetic field, F = B||. Even for a more
realistic distribution of currents, the FAC contribution to F is negligible. In the ionospheric
E-region, the transverse conductivity are in contrast comparably large, allowing horizontal cur-
rents. These currents will cause magnetic signatures, measurable in the magnetic field intensity.
We are therefore able to apply magnetic field intensity anomalies (δF = F obs − Fmod), such
as the ones described in Section 3.2 on page 32, to investigate the horizontal, ionospheric,
E-region currents.

From the magnetic field residuals, we estimate, using basic trigonometry, the intensity of the
magnetic field as

δF = δB|| = δBr sin IM + δBH cos IM , (4.1)
where δBr and δBH are the horizontal and radial component of the residual magnetic field.
The magnetic inclination IM , is found from the main field model, CHAOS-5, as

tan IM = Z

H
= −Br√

B2
θ +B2

φ

⇔ IM = arctan

 −Br√
B2
θ +B2

φ

 . (4.2)

Z and H are here the vertical and horizontal part of the main field model in a local cartesian
coordinate system. Br, Bθ and Bφ are the radial, θ and φ component of the main field in a
spherical, geocentric coordinate system described by CHAOS-5.

Geometry of the line current model
The method is based on a series of line currents placed in the ionospheric E-layer with an
along track horizontal separation of ∆ = 113 km, corresponding to 1◦. Figure 4.1 describes
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Figure 4.1: Geometry of the line current model. Reprinted from Aakjær et al. [2016].

the geometry of the model, where subscript n refers to points along the satellite track, and k
the locations of the line currents. The altitude of the line currents are assumed constant at
110 km. The magnetic field contribution from the line currents is a Laplacian potential field
in the region above the ionosphere. The spatial structure of the ionospheric currents and the
strength of the magnetic field are thus dependent on the distance to the measurements. A
typical rule of thumb states that, for a potential field like the magnetic field, only structures of
wavelength larger than the distance to the measurements can be resolved. With satellites such
as CHAMP and Swarm flying at altitudes about 340 km above the ionosphere it is hardly pos-
sible to distinguish between a series of discrete line currents separated by 1◦ and a continuous
current distribution. The discrete line current method with a 1◦ spacing is therefore preferred
over a continuous current distribution to ease computations. The magnetic input data can
from a similar argument be down sampled from 1 s to 10 s data. The secondary Earth induced
currents in the electrically conducting lithosphere and upper mantle is considered by assuming
a superconductor at depth, d. This acts as a mirror for the primary currents in the ionosphere
and places the currents at depth 2d = 250 km, corresponding to induction effects with a 1h
period.

The satellite orbit is along almost constant longitude. In most cases it is therefore possible to
use latitude as an along-track measure. Since magnetic satellites such as Swarm and CHAMP
fly in an inclined orbit, longitudinal independence is not a valid assumption for the region
closest to the pole. This result in a non-equidistant spacing of line currents along latitude.
We therefore use, as presented in Olsen [1996], an along-track parameter, β, describing the
distance from the closest approach (β = 0) to the geomagnetic North (or South) pole. This
is defined as the arc length angle of the track and can be estimated from the cosine rule in
spherical geometry,

cosβ = cos θ · cos θ0 + sin θ · sin θ0 · cos(φ− φ0), (4.3)
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Figure 4.2: Geometry of the contributions of one line current to the magnetic field.

where (θ, φ) is the coordinate in which β is estimated, and (θ0, φ0) is the reference location of
the closest approach to the pole. (θ0, φ0), and thereby the β parameter, is orbit specific and
needs to be estimated for each orbit. To distinguish between ascending and descending part
of the orbit, all β values for the ascending part of the orbit, prior to (θ0, φ0) are set to −β.

Contribution from a single line current

The magnetic field contribution, δFn, from a single infinite line current, perpendicular to the
satellite track, carrying a steady current of strength j′k, can be evaluated from Ampére’s law
(Equation 2.4). Figure 4.2 gives the geometry of the situation, with the line current placed
at (rk, βk) and observation at (rn, βn). The direction of the magnetic field contribution is
determined from the right hand rule. Symmetry arguments claims a constant magnitude
of δFn around an amperian loop centred at the wire of radius

√
ξ2 + η2. Ampére’s law

can be converted from differential form to integral form by application of Stoke’s theorem(∫
S(∇× v) · da =

∮
P v · dl

)

µ0j
′
k =

∮
δB · dl = δB

∮
dl = δB 2π

√
ξ2 + η2. (4.4)

The mathematical description of η and ξ are found through geometric observations as

η = rk sin(βn − βk),
ξ = rn − rk cos(βn − βk).

(4.5)



38 Mathematical description of two models describing the auroral electrojet system

Here, rk is the radius of the ionosphere set to a+ 110km, with a (6371.2 km) as the radius of
the Earth, and rn the radius of the satellite orbit. Solving for δB, we get

δB = µ0j′k
2π

1√
ξ2 + η2

. (4.6)

The parallel contribution is estimated by projecting δB onto horizontal and radial components.
From basic trigonometry we get

δBr = δB · cos y = δB · η

ξ2 + η2 = µ0j′k
2π

η

ξ2 + η2 , (4.7)

δBH = δB · cosx = δB · ξ

ξ2 + η2 = µ0j′k
2π

ξ

ξ2 + η2 . (4.8)

Combining the results of Equation 4.1, 4.7 and 4.8,

δFn = µ0j′k
2π

η

ξ2 + η2 sin IMn + µ0j′k
2π

ξ

ξ2 + η2 cos IMn = µ0
2π

ξ cos IMn + η sin IMn
ξ2 + η2 · j′k, (4.9)

yields the magnetic contribution of the n’th line current perpendicular to the magnetic field
intensity residual evaluated at (rn, βn).

Rotation of the line currents along constant magnetic latitude

Previously presented results, based on the above method [e.g. Olsen et al., 2002; Moretto
et al., 2002; Ritter et al., 2004] assumed the line current perpendicular to the satellite track.
For orbits, where this is not a good approximation, an assumption like this will lead to a
systematic underestimation of the sheet current densities. A more accurate assumption would
be to assume the currents along constant QD latitude (j) [Laundal and Gjerloev, 2014]. The
non-rotated currents (j′) are a projection of the real current, and will therefore be dependent
on the angle between j and j′, δ, see Figure 4.3(a). The non-rotated current, j′, is described
in terms of j and δ as

j′ = j cos δ. (4.10)

From basic trigonometry, given in Figure 4.3(b), δ can be estimated from the along track unit
vector, v̂, the unit vector along j′, r̂× v̂, and the unit vector along constant QD latitude and
j, f̂1 [Laundal and Richmond, 2017]

(r̂ × v̂) · f̂1 = |r̂ × v̂| |f̂1| cos δ ⇐⇒ cos δ = (r̂ × v̂) · f̂1. (4.11)

Comparing Equation 4.10 and 4.11 we find that the rotated currents can be estimated by multi-
plying the results of the non-rotated current strength with a scaling factor of 1/

[
(r̂ × v̂) · f̂1

]
.

cos δ will always be less than or equal to one, amplifying the estimates of the rotated currents
compared to the non-rotated estimates. Substituting Equation 4.10 and 4.11 into Equation 4.9
we find the magnetic signature from the rotated currents as

δFn = µ0
2π

ξ cos IMn + η sin IMn
ξ2 + η2

(
(r̂ × v̂) · f̂1

)
jk. (4.12)
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(a) (b) (c)

Figure 4.3: geometry of the rotated and non-rotated line currents.

Rotation of the line currents furthermore, introduces a direction of the line current, according
to the flight direction of the satellite, compared to the direction of the current. This is pre-
sented in the difference in δ between Figure 4.3(b) and (c). By application of the same scaling
factor for both ascending and descending orbits, a positive current is found towards east, for
a positive current towards the sun in the non-rotated coordinate frame.

The scaling factor for the sheet current densities
(

1/
[
(r̂ × v̂) · f̂1

])
will due to the geometry

of (r̂×v̂) and f̂1, go to infinity when f̂1 is parallel to the satellite track. The method is therefore
not able to give an accurate determination of the currents in the region closest to the pole. To
asses the problem, and to highlight the unstable regions, we have implemented a truncation
value for the angle at 60◦ degrees. This means that all values where cos δ = (r̂× v̂) · f̂1 < 0.5
is set to 0.5.

Inclusion of induced currents and ground observations
The secondary Earth induced currents are, as noted in the description of method geometry,
realized through the positions of a superconducting layer at half the depth to the secondary
induced currents [Weimer, 2013]. They are implemented in the model, simply by including an
additional term of opposite sign and radius of a − 2d. This results in a magnetic signature,
including the induced current term as

δFn = µ0
2π

[
ξ cos IMn + η sin IMn

ξ2 + η2 − ξj cos IMn + ηj sin IMn
ξ2
j + η2

j

](
(r̂ × v̂) · f̂1

)
· jk, (4.13)

with ηj and ξj given as

ηj = (a− 2d) sin(βn − βk),
ξj = rn − (a− 2d) cos(βn − βk).

(4.14)

The line current method can also be applied to ground observations by changing the sign in
front of the cosine terms in the calculations of δFn, yielding the magnetic signature from a
single current, when applied to ground observations, as

δFn = µ0
2π

[
−ξ cos IMn + η sin IMn

ξ2 + η2 − ξj cos IMn + ηj sin IMn
ξ2
j + η2

j

](
(r̂ × v̂) · f̂1

)
· jk. (4.15)
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Estimating the total contribution from a series of line currents
The total magnetic field disturbance from a series of line currents, presented in Figure 4.1 is
found by superposition of single current contributions. This can be evaluated in matrix form
as

dobs = Gm, (4.16)

where dobs is the data vector containing the N magnetic field residual observations, δFn, where
n = 1, ..., N . m is the line current amplitudes of the individual currents, jk, of length M ,
where k = 1, ...,M . G is an N ×M matrix describing the relationship between the magnetic
field observations and current amplitudes with elements described by

gn,k = µ0
2π

[
ξn,k cos IMn + ηn,k sin IMn

ξ2
n,k + η2

n,k

−
(ξn,k)j cos IMn + (ηn,k)j sin IMn

(ξn,k)2
j + (ηn,k)2

j

](
(r̂ × v̂) · f̂1

)
.

(4.17)

Having obtained the individual line currents, jk, the sheet current density, J(βk), can be
estimated as

J(βk) = jk
∆ = jk

113 km · | cos δ| , (4.18)

due to the equidistant line current spacing, ∆. For a 1◦ separation and perpendicular currents
at an altitude of 110 km, ∆ is equal to 113 km. Rotation of the line currents changes the
distance, the distance is therefore adjusted by a factor of | cos δ|.
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4.2 Spherical elementary current system

The spherical elementary current system (SECS) method, presented by Amm [1997], is based
on the principle that any horizontal ionospheric current system, together with its FACs can be
uniquely constructed as a superposition of two basis vector functions, one curl-free and one
divergence-free. The principle is based on Helmholtz’s theorem, stating that any vector field
can be decomposed into an irrotational (curl-free) and solenoidal (divergence-free) component.

Constructing the basis vector functions

The curl-free component is associated with the radially flowing FACs. These are presented in
a local spherical coordinate system (r′, θ′, φ′) with θ′ = 0 at the SECS pole and corresponding
unit vectors (ê′r, ê′θ, ê′φ) in Figure 4.4. Feeding the system is a FAC with strength Icf at
θ′ = 0. This current is then distributed homogeneously with constant divergence across the
sphere along θ′, with the following restrictions for the horizontal ionospheric elementary current
system, connected with that FAC

[
∇× Jcf (r′)

]
r

= 0, (4.19)
∇h · Jcf (r′) = C for θ′ 6= 0. (4.20)

Subscript h denotes the horizontal part of the divergence. Current continuity and a uniform
outflow everywhere but at θ′ = 0 yields C = −I

4πrI , where rI is the radius of the ionosphere,
yielding

∇h · Jcf (r′) = −Icf4πrI
for θ′ 6= 0. (4.21)

Figure 4.4: Schematic representation of the divergence-free and curl-free basis vector func-
tions. Source: [Vanhamäki et al., 2003].
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Integration over θ′, using the boundary condition that no horizontal current can be left on the
opposite side of the pole (J(θ′ = 180◦) = 0), yields

Jcf,2D(θ′, φ′) = Icf
4πrI

cot

(
θ′

2

)
êφ′ . (4.22)

This current system corresponds to the current system, known as Pedersen currents, presented
by Fukushima [1976]. Provided by Juusola [2009] the following three assumptions hold: (1)
constant ratio of Pedersen to Hall conductivities, (2) (∇ΣH(θn, φn) × E⊥(θn, φn))r = 0,
where ΣH is the Hall conductance, and E⊥ is the perpendicular electrical field and 3) uniform
conductances.

The associated FACs are found, assuming a purely radial flow, from the divergence of Equa-
tion 4.22

j||,2D(r′, θ′, φ′) =


Icf
4πrI

(
1− 2

sin θ′ δ(θ′)
)
êr, r′ ≥ rI .

0, r′ < rI .
(4.23)

The divergence-free part is found from similar constraints: Constant curl, ∇ × Jcf (r′) = C,
and zero divergence, ∇h · Jcf (r′) = 0:

Jdf,2D(θ′, φ′) = Idf
4πrI

cot

(
θ′

2

)
êθ′ . (4.24)

The curl-free and the divergence-free elementary current systems (Equation 4.22 and 4.24),
span a complete set of basis vector functions, due to their linear independence and the fact
that they can uniquely represent any continuously differentiable vector field on a sphere [Amm,
1997, 2001].

Two dimensional SECS
The method can be applied to estimate the auroral electrojet system, by distributing curl-free
and divergence-free SECS evenly across the ionosphere. Estimates of the ionospheric current
density distribution can be found by matching their magnetic signature with observations of
the magnetic field. This is presented in several studies as the 2D SECS method [Amm and
Viljanen, 1999; Vanhamäki et al., 2003].

One dimensional SECS
The 2D SECS method was adapted by Vanhamäki et al. [2003] to a one dimensional version,
suitable for use with satellite magnetic measurements. This enabled determination of the
auroral electrojets and associated FACs. One dimensional refers in this case to no dependence
on longitude, corresponding to almost meridional orbits of the magnetic satellites, such as
CHAMP and Swarm. The 1D SECS method uses two different coordinate systems, a primed,
and a non-primed one.

(r′, θ′, φ′) = refers to a local spherical coordinate system corresponding to the given
SECS, with θ′ = 0 at the pole. An appropriate spherical coordinate system oriented such
that the pole is at θ′ = 0, exists for each SECS.
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(r, θ, φ)= coordinate system in which the 1D SECS grid is defined. This can, as example,
be a geographic, geomagnetic or a case specific coordinate system.

(rn, θn, φn) = Location of the magnetic observations defined in the unprimed coordinate
system.

(rk, θk, φk) = Location of the 1D SECS poles, defined in the unprimed coordinate system.

The one dimensional version of Equations 4.22, 4.23 and 4.24 is found by integration over
longitude, φk [Vanhamäki et al., 2003],

Jφ(θn, θk) = Idf2rI

− tan(θn/2), θn < θk.

cot(θn/2), θn > θk.
(4.25)

Jr(rn, θn, θk) =


Icf
r2
n

(
1
2 −

1
sin(θk)δ(θn − θk)

)
, rn < ri.

0, rn > ri.
(4.26)

Jθ(θn, θk) = Icf2rI

− tan(θn/2), θn < θk.

cot(θn/2), θn > θk.
(4.27)

The connection to the magnetic field is found using Biot-savart’s law and expanding in spherical
harmonics

Br = µ0Idf
2rn


∑∞

l=1

(
rn
ri

)l
Pl(cos θk)Pl(cos θn), rn < ri.∑∞

l=1

(
ri
rn

)l+1
Pl(cos θk)Pl(cos θn), rn > ri.

(4.28)

Bθ = µ0Idf
2rn


∑∞

l=1

(
rn
ri

)l (1
l

)
Pl(cos θk)P̃ 1

l (cos θn), rn < ri∑∞
l=1

(
ri
rn

)l+1 ( 1
l+1

)
Pl(cos θk)P̃ 1

l (cos θn), rn > ri.
(4.29)

Bφ = µ0Icf
2rn


− cot(θn/2), rn > ri, θn > θk.

tan(θn/2), rn > ri, θn < θk.

0, rn < ri.

(4.30)

Where Pl is the associated legendre functions. P̃ 1
l is the non-normalized associated legendre

function (of order 1). This is different from the P 1
l Schmidt semi-normalized function typi-

cally used in geomagnetism. The non-normalized P̃ 1
l can be written in terms of the Schmidt

normalized legendre function as the first derivative,

P̃ 1
l = dPl

dθ
. (4.31)

The above calculations are elaborated in Vanhamäki et al. [2003] and Juusola et al. [2006].
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Induced currents
The expansion of the model to include secondary Earth-induced currents for the divergence-free
1D SECS was presented by Pulkkinen et al. [2003] by including a secondary equivalent current
layer inside the Earth’s crust. The same approach will be presented here, in a slightly different
way.

To introduce a secondary equivalent current layer, we represent the magnetic field vector
B = −∇V using a spherical harmonic expansion of its scalar potential V. This allows for a
separation of the magnetic field into internal and external contributions. At satellite height,
both the contributions from the ionospheric equivalent currents and the secondary Earth-
induced equivalent currents are measured as internal, giving a potential on the form

V sat = a
∞∑
l=1

[
(ιl(t) + ζl)

(
a

rn

)l+1
]
Pl(cos θn). (4.32)

ιl is the internal induced expansion coefficient and ζl the internal ionospheric expansion coeffi-
cients [Sabaka et al., 2000]. The ionospheric currents are, however, at ground level (rn < rI)
measured as external, while the secondary Earth-induced currents remain internal,

V ground = a
∞∑
l=1

[
χl(t)

(rn
a

)l
+ ιl(t)

(
a

rn

)l+1
]
Pl(cos θn). (4.33)

Here χl is the external ionospheric expansion coefficient. The radial component of the magnetic
field must be continuous, and together with the assumption of zero thickness of the ionosphere,
we get

Br(rn = r+
I ) = Br(rn = r−I ). (4.34)

Using B = −∇V , we find

∂V sat

∂rn

∣∣∣∣
rn=r+

I

= ∂V ground

∂rn

∣∣∣∣
rn=r−I

,

−
∞∑
l=1

[
(ιl + ζl)

(
a

rI

)l+2
(l + 1)

]
Pn(cos θn)

=
∞∑
l=1

[
χl

(rI
a

)l−1
l − ιl

(
a

rI

)l+2
(l + 1)

]
Pl(cos θn),

−
∞∑
l=1

ζl

(
a

rI

)l+2
(l + 1) =

∞∑
l=1

χl

(rI
a

)l−1
l. (4.35)

A sum of linear independent variables equal to a sum of linear independent variables, will
require the variables themselves equal for all l, resulting in

−ζ
(
a

rI

)l+2
(l + 1) = χ

(rI
a

)l−1
l, (4.36)
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ζ = −χ
(rI
a

)2l+1 l

l + 1 = −χΓ. (4.37)

Γ is a transformation factor between ζ and χ to perform substitutions at all r

Γ =
(rI
a

)2l+1 l

l + 1 . (4.38)

Calculations of the induced expansion coefficient, ι

The external (inducing) expansion coefficients χl are at ground level (r = a) connected to the
internal (induced), ιl, due to the electrical conductivity of the Earth’s interior. Each external
coefficient will only induce one internal coefficient, assuming a conductivity that depends only
on radius (1D Earth). This relationship, given by the Q-response, can in frequency domain be
written as

Q̃l(ω) = ι̃l(ω)
χ̃l(ω) ⇔ ι̃l(ω) = χ̃l(ω)Q̃l(ω), (4.39)

where ω is angular frequency and ˜ indicates frequency domain. The magnetic field components
can be found using B̃ = −∇Ṽ . Using the potential given in Equation 4.33 for r < ri, reveals
the following radial magnetic field component

B̃r(rn < rI) = −
∞∑
l=1

[
χ̃l

(rn
a

)l−1
l − ι̃l

(
a

rn

)l+2
(l + 1)

]
Pl(cos θn). (4.40)

Inserting the Q-response along with r = a, this reduces to

B̃r(rn < rI) = −
∞∑
l=1

χ̃l(ω)
[
l − Q̃l(ω)(l + 1)

]
Pl(cos θn). (4.41)

The θ-component is found in the same way as

B̃θ(rn < rI) = −
∞∑
l=1

χ̃l(ω)
[
1 + Q̃l(ω)

] ∂Pl(cos θn)
∂θn

. (4.42)

Following a similar approach for the region above the ionosphere, using rn = rI and ζ =
−χ
(
rI
a

)2l+1 l
l+1 yields magnetic field components of

B̃r(rn > rI) = −
∞∑
l=1

χ̃l(ω)
[(rI

a

)2l+1
l − Q̃l(ω)(l + 1)

](
a

rn

)l+2
Pl(cos θn), (4.43)

B̃θ(rn > rI) = −
∞∑
l=1

χ̃l(ω)
[
−
(rI
a

)2l+1 l

l + 1 + Q̃l(ω)
](

a

rn

)l+2 ∂Pl(cos θn)
∂θn

. (4.44)

Considering a 1D conductivity model consisting of an insulating upper mantle of thickness d
and a superconductor below depth d, the Q-response will be independent of frequency. This
implies zero phase-lag between the external and the induced contributions, allowing the analysis
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to be performed in the time-domain separately for each time instant, and Q, with a radius of
the superconductor of rc = a− d, of the form

Ql = l

l + 1

(rc
a

)2l+1
. (4.45)

Inserting this, and χl = −µ0I
2rI

(
a
rI

)l−1 1
lPl(cos θk), we get

Br =


µ0I
2rI
∑∞

l=1

(
a
rI

)l−1
Pl(cos θk)

(
1−

(
c
a

)2l+1
)
Pl(cos θn), rn < rI .

µ0I0
2rI

∑∞
n=1

(
ri
r

)n+2
Pn(cos θ0)

(
1−

(
c
ri

)2n+1
)
Pn(cos θ), r > ri.

(4.46)

Bθ =


µ0I
2rI
∑∞

l=1

(
a
rI

)l−1 1
lPl(cos θk)

(
1 + l

l+1
(
c
a

)2l+1
)
dPl(cos θn)

dθn
, rn < rI .

−µ0I
2rI
∑∞

l=1

(
rI
rn

)l+2 1
l+1Pl(cos θk)

(
1−

(
c
rI

)2l+1
)
dPl(cos θn)

dθn
, rn > rI .

(4.47)

Comparing these equations with Equation 4.28 to 4.29, reveals that Bθ is amplified by induction
for r < ri, while induction leads to a weakening of the signal for all other components by the
following factors

Br :

1−
(
c
a

)2n+1
, r < ri.

1−
(
c
ri

)2n+1
, r > ri.

(4.48)

Bθ :

1 + n
n+1

(
c
a

)2n+1
, r < ri.

1−
(
c
ri

)2n+1
, r > ri.

(4.49)

The induced currents will not have any effect on the φ component of the magnetic field, since
this is determined by the curl-free part of the 1D SECS.

Total current contribution
From the relation between 1D SECS amplitudes, I (Equations 4.25 to 4.27), and their magnetic
signature (Equations 4.46, 4.47 and 4.30), we can model the spatial variation of the ionospheric
currents by placing 1D SECS with a one degree separation at the altitude of the ionosphere
along the satellite track. The geometry of this is described in Figure 4.5. The total magnetic
field caused by the auroral electrojet system is then found as the sum of contributions from all
the individual SECS, described in matrix form as

B = MI, (4.50)

where B are the N magnetic field observations δBn = (δBr, δBθ, δBφ)n of the residual mag-
netic field from the ionospheric currents (see Chapter 3), with n = 1...N . I are the M 1D
SECS amplitudes, Ik = (Idf , Icf )k, with k = 1...M , and M is a matrix of size 3N × 2M
describing the effects of a current system at θk to a magnetometer at θn. M depends only on
the geometry and can be found from Equation 4.46, 4.47 and 4.30.
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Figure 4.5: Geometry of the 1D SECS method.

Since the aim of the method is to find the individual sheet current densities (Jr,Jθ,Jφ), we
split Equation 4.50 into separate elements Br

Bθ

Bφ

 =

 Md,r M c,r

Md,θ M c,θ

Md,φ M c,φ

 · [ Idf

Icf

]
=

 Md,r

Md,θ

M c,φ

 · [ Idf

Icf

]
, (4.51)

whereMd (Md,r,Md,θ,Md,φ) andM c (M c,r,M c,θ,M c,φ) are the divergence-free and curl-
free part ofM . M c,r,M c,θ andMd,φ are zero, since the r and θ components are determined
solely by the divergence-free SECS, and the φ component solely by the curl-free SECS. This
reducesM to (Md,r,Md,θ,M c,φ) of size 3N×M . Md,r,Md,θ andM c,φ have the elements

(Md,r)n,k =


µ0
2rI
∑∞

l=1

(
a
rI

)l−1
Pl(cos θk)

(
1−

(
c
a

)2l+1
)
Pl(cos θn), rn < rI .

µ0
2rI
∑∞

l=1

(
rI
rn

)l+2
Pl(cos θk)

(
1−

(
c
rI

)2l+1
)
Pl(cos θn), rn > rI .

(4.52)

(Md,θ)n,k =


µ0
2rI
∑∞
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(
a
rI

)l−1 1
lPl(cos θk)

(
1 + l

l+1
(
c
a

)2l+1
)
dPl(cos θn)

dθn
, rn < rI .

− µ0
2rI
∑∞

l=1

(
rI
rn

)l+2 1
l+1Pl(cos θk)

(
1−

(
c
rI

)2l+1
)
dPl(cos θn)

dθn
, rn > rI .

(4.53)

(Mc,φ)n,k = µ0
2rn


− cot(θn/2), rn > rI , θn > θk

tan(θn/2), rn > rI , θn < θk

0, rn < rI

(4.54)
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From the magnetic field observations, Bobs, we are able to find the 1D SECS amplitudes, which
are then used to determine the sheet current density distribution, Jmod, from the relation given
in Equation 4.25 to 4.27. Similarly, J can be written on matrix form using Equations 4.25 to
4.27.

 Jr

Jθ

Jφ

 =

 Ad,r Ac,r

Ad,θ Ac,θ

Ad,φ Ac,φ

 · [ Idf

Icf

]
=

 Ac,r

Ac,θ

Ad,φ

 · [ Idf

Icf

]
(4.55)

Here A = (Ad,r,Ad,θ,Ac,φ) is a matrix of equal size to M , with the elements

(Ad,φ)n,k = 1
2rI

− tan(θn/2), θn < θk.

cot(θn/2), θn > θk.
(4.56)

(Ac,r)n,k =

 1
r2
n

(
1
2 −

1
sin(θk)δ(θn − θk)

)
, rn < rI .

0, rn > rI .
(4.57)

(Ac,θ)n.k = 1
2rI

− tan(θn/2), θn < θk.

cot(θn/2), θn > θk.
(4.58)

Solutions to Equation 4.51 and 4.55 enables us to estimate the ionospheric sheet current
densities from satellite magnetic field residual observations.



Chapter 5

Discrete linear inverse problems and how to
solve them

The theory of inverse problems relates a physical model to observations. This allows estima-
tions of physical parameters impossible to observe directly. Inverse problems thus provides the
means for Earth observation studies in areas, such as the interior of the Earth, or regions in the
atmosphere, uninhabited by satellites. Inverse theory can furthermore be used to reconstruct
a sharper image from a blurred one, by computing the source, or cause, that gives rise to
observed data from a mathematical model describing the relation between source and obser-
vations. [Hansen, 2010; Mosegaard and Hansen, 2016].

The following chapter will give a short introduction to the method, along with a series of
regularization approaches tested in the thesis.

5.1 What is an inverse problem?
Inverse theory does not in itself provide the means for extracting the wanted information. It
requires a pre-specified physical model to provide the relation between model parameters and
observations. The pre-specified physical model is described in the formulation of the forward
problem. To fully understand the inverse problem, one thus have to understand the forward
problem, where a desired effect, d, is estimated from a known cause,m, using the pre-specified
physical model, described in the design matrix, G,

d = Gm. (5.1)

An example of a forward model could be the estimation of the magnetic field contribution
from a known point source charge. The inverse problem would be to estimate the cause (point
source charge) from measurements of it’s effect - the magnetic signature

m = G−1d. (5.2)

This can be seen as the linear algebra solution to a series of equations (d = Gm) and un-
knowns (m). In inverse problems, m, is often referred to as the model parameter vector. For
an equal amount of unknowns and equations, a unique solution can be found. For the case
of a non-square matrix, G, unknowns 6= number of equations, this calculation is not trivial.
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The solution requires a non-trivial inversion of the non-square matrix, G, which is not uniquely
determined, leaving some cases without solutions, and others with more than one. The inverse
problem thus consists of estimating one set of model parameters, m, from a collection which
reproduce observations to an appropriate level of misfit and fits within any prior knowledge of
the model parameters (cause). Estimation of the auroral electrojet system (cause, m) from
satellite observations of their magnetic signature (effect, dobs) using the LCM and 1D SECS
method to describe their relation (formulated in Equation 4.16 on page 40 and 4.51 on page 47)
are exactly examples of discrete inverse problems. Theory of inverse problems can thus provide
the means for their solution [Farquharson and Oldenburg, 1998; Hansen, 2010].

Let N be the size of the data vector/observations, andM the number of model parameters. G
will then be a matrix of size N ×M . The equations given by the inverse problem are uniquely
determined only for an exact determined problem (M = N) with independent measurements.
Most physical systems, however, do not provide enough information to uniquely constrain the
equations stated in the inverse problem, resulting in an de facto underdetermined problem. An
underdetermined problem is defined for the case of more model parameters than observations
(N < M). These inverse problems will have more than one solution, dependent on the degree
of underdetermined. Apriori information is thus needed to estimate the most plausible solution
to the problem. For the underdetermined problems, the design matrix, G, is said to be rank
deficient or singular, and is thereby non-invertible or ill-conditioned. The condition number
reveals the ill-conditioness of the design matrix by measuring the model changes with small
variations in the input. Specifically, the condition number is the ratio of the largest to the
smallest singular value of G. Division with very small numbers can lead to numerical inconsis-
tencies, which in turn can lead to inconsistencies in the determination of the model parameters.
An overdetermined case (N > M) describes, oppositely, a problem with too much information
to solve d = Gm with zero error in the case of observation error. The problem can be solved
by applying a priori conditions to the solutions, such as assigning different weights for the
individual observations.

Differences between problem types can be visualized through a 2D example: Determine the
intersection point between a number of lines. If equations for two lines are known, the problem
will be exact determined, with only one solution, given by their intersection. An exact estimate
will only be present in the case of zero observation error. If only one equation is given (un-
derdetermined problem), the solution is found along the given line, resulting in more than one
solution. To find the most probable solution, further information about the intersection must
be applied. With three lines (overdetermined problem) not intersecting at the same point,
due to observation error, no exact solution can be found that fits all information. The exact
solution must in this case lie within the area bounded by the intersecting lines [Aster et al.,
2005; Menke, 2012].

The dimensions of the inverse problem, illustrated in Figure 5.1, provide information of the
given over-/underdetermined problem at hand:

• R(A) gives the solution space (red) of m in d. This is the subspace of m which can
be reached by the given design matrix, G. If the solution lies outside this subspace
of, m, Gm = d will not have a solution. An example is in the presence of too much
observation noise. The dimension of the solution space is called the rank, r.
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Figure 5.1: Schematics of how different dimensions are related to eachother.

• N(A) gives the null space (green), the subspace of m which gives Gm = 0. Ideally this
subspace is empty, and it is often very small. The dimension of the null space, M − r,
provides information about how much information is missing, and can thus be used to
describe the underdetermined problem mathematically.

• The blue area marks the non-solvable subspace of dimension N − r.

The dimensions can be determined by performing a singular value decomposition (SVD) anal-
ysis on G. SVD is a concept in linear algebra utilizing that any M × N matrix, G, can be
written as a product of three matrices,

G = UΛXT . (5.3)

U is an N ×N orthonormal matrix consisting of basis vectors spanning the data space, RN .
X is an M ×M orthonormal matrix spanning the model space RM , and Λ is a non-negative
diagonal N ×M matrix containing M singular values, wi, in the diagonal. A singular G will
contain singular values equal to zero. Figure 5.2 shows how the dimensions of the inverse
problem are related to the SVD analysis.

Figure 5.2: Dimensions of the inverse problem in an SVD analysis.
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5.2 Solutions and regularization
An example of a de facto underdetermined problem, despite more observations than model
parameters) is the application of satellite data to inverse problems. Satellites provides high
density data, usually resulting in an overdetermined inverse problem. A high degree of auto-
correlation in the dataset, however, often results in a highly ill-conditioned design matrix, M .
In this case, the inverse problem can be solved by adopting a regularization approach. The
regularization approach will provide a set of restrictions for the solution to help find the most
probable set of the model parameters. Many regularization methods has been developed, each
designed for application of different apriori information to the problem. The correct regular-
ization approach is found by setting a set of requirements for the solution, controlled by the
case-specific objective function, Φ [Aster et al., 2005; Menke, 2012].

The remaining part of this chapter presents a series of regularization approaches tested during
this project, with an objective function especially designed for the inverse problem: determina-
tion of sheet current densities from satellite magnetic observations. Our goal is to minimize the
misfit between the predicted data, dmod and observations, dobs, φd, along with the amount of
structure in the model, φm. A similar case study is presented in [Farquharson and Oldenburg,
1998], where they furthermore have included a minimization of the difference between the
model and a given reference model. Following their results, we find the objective function

Φ = α2φm(Dm) + φd(dmod − dobs)− φd,tar. (5.4)

α2, in this thesis also referred to as the damping parameter, is a regularization parameter
controlling the balance between the two terms in the objective function. Thus, controlling
the balance between the amount of structure in the model parameters and minimizing the
predicted data misfit to observations. A high value will decrease the amount of structure in
the model parameters, but increase the predicted data misfit to observations. D is a matrix
controlling the measure in which m is minimized. An example could be minimization of the
first derivative of the model parameters. dmod is the modelled estimate of the observations,
using the obtained model parameters, and φd,tar the target model misfit. In this thesis, the
target misfit has been ignored, aiming at the smallest possible misfit [Farquharson and Olden-
burg, 1998; Aster et al., 2005].

The inverse problem is solved by finding the model, m, that minimizes the objective function
by differentiating Φ with respect to the model parameters and equating to zero. The solution
to the partial differential of the objective function is estimated by Farquharson and Oldenburg
[1998] as

∂Φ
∂m

= ∂φd

∂m
+ ∂φm

∂m
= 0,

GTW d(Gm− dobs) + α2DTW dDm = 0,
m = (GTW dG+ α2DTWmD)−1(GTW ddobs), (5.5)

where W d and Wm are weighting matrices, controlling the weights on individual data and
model parameters. Equation 5.5 gives the general solution to the p-norm inverse, with the
objective function given in Equation 5.4. Estimates of W d and Wm depends on the model
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parameters, m, which makes Equation 5.5 a non-linear system of equations, solved by an
iterative procedure.

The following sections will provide descriptions of different solution methods, using Equa-
tion 5.5 as reference. The regularization approaches can, in most cases be implemented alone.
They will, however, be presented in a progressive manner, starting with the simplest inversion,
adding more and more regularization.

Simplest solution - the least squares estimate
The simplest and most common way to solve a linear inverse problem, is the unregularized
simple least squares solution. This solution is found by setting α = 0 and W d = I, corre-
sponding to an objective function minimizing the L2 norm of the overall misfit (dmod − dobs),
ignoring the model parameter constrain. I is here, the identity matrix. The L2 norm, defined
as

||e||2 =
[∑

i

|ei|2
]1/2

, (5.6)

implies that the data and model parameters obeys Gaussian statistics. Successively higher
norms gives higher weight to outliers, and opposite for lower norms. Solutions involving other
norm minimizations are discussed in later subsections. The least squares solution to the model
parameters are given as

mLS = (GTG)−1GTdobs. (5.7)

This solution requires a well-conditioned problem with small data errors and is therefore often
not a suitable solution, when dealing with satellite data Aster et al. [2005]; Hansen [2010].

Amplitude damping - zeroth order Tikhonov regularization
Tikhonov regularization [Tikhonov, 1963] is a technique replacing an ill-posed problem with
a near well posed problem by minimizing the model misfit and model parameter structure. It
provides a way to control data errors from being amplified in the solution, by introducing the
damping factor, α2, keeping W d = Wm = D = I

mLS = (GTG+ α2I)−1GTdobs. (5.8)

The term α2I ensures no zero singular values, and a solution is thus always possible. The
additional term is equal to removing or ignoring the null space of the solutions. The structure
of the model parameters goes to zero as α2 →∞, and the solution towards an unregularized
simple least squares for α2 → 0 Aster et al. [2005].

The adjustable regularization parameter, α2, introduces a case specific parameter adjustment.
This adjustment is not trivial and will always be a trade-off between goodness of data fit and
model complexity, consistent with the two terms in the objective function given in Equation 5.4.
A choice in α2 too small leads to overfitting (fit to noise), while a choice too large leads to a
model with suppressed physical signal. The issue lies in finding the best balance between these
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Figure 5.3: Schematics of the Morozov discrepancy principle for choice of α2 in Tikhonov
regularization.

terms. One way to estimate α2 is by using the Morozov discrepancy principle, in which a true
value is assumed, along with a set noise level, δ, larger than 0. The solution is in this way
allowed within a range from the true value, estimating a solution which satisfies Gm−d ≈ δ.
The noiseless solution will lie within the range d± δ.

The principle described in Figure 5.3 shows, how the solution goes towards the noisy solution,
b, and not the noiseless, true solution, b∗. The idea is to lower α2 until the point, B, repre-
senting the solution on the boundary to the chosen noise level. This ensures that the data fit
lies within the margin of errors. For a solution, with a valid estimate of the error, the Morozov
discrepancy principle can be a good way to determine α2. If this is not the case, as in most
geomagnetic surveys, α2 can be estimated by an L-curve [Hansen, 1992]. The L-curve provides
a measure of α2 without any a priori information, and is found by plotting the L2 norm of the
model complexity, ||m||, as a function of the L2 norm of the model misfit, ||dmod − dobs|| for
various values of α2. The idea is to minimize the complexity of the model parameters with no,
or only little, increase in model misfit.

Figure 5.4 shows a theoretical L-curve with three highlighted values, α2
1, α2

x and α2
a. α2

1 and
α2
a marks the boundaries of the chosen α2 range. The theoretical optimal choice, α2

x, is in
or near the corner of the L-curve, where both the complexity of the model parameters and
the model misfit is close to minimum [Hansen, 1992; Hansen and O’Leary, 1993; Hansen, 1999].

The inversion is, as previously mentioned, always possible, though still sensible to noise, and
solutions should be accepted with care.

Dealing with outliers and non-Gaussian noise - IRLS
Zeroth order Tikhonov regularization, as presented above, requires a Gaussian error distribution.
An Iterative reweighted least squares (IRLS) [Constable, 1988] approach with Huber weights
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Figure 5.4: Theoretical L-curve, showing the L2 norm of the model complexity, ||m||, as a
function of the L2 norm of the model misfit, ||dmod − dobs|| for various values of α2.

[Huber, 1964] is a technique applicable to handle a possible non-Gaussian error distribution
for least squares problems. The idea is to give less weight to outliers, mimicking a Gaussian
error distribution. The Huber weights are introduced via the diagonal weight matrix, W d,
controlling the weight of individual observation points with the diagonal elements given by

wi,n = 1
σ2
n

min
(
sσn
|ei,n|

, 1
)
. (5.9)

Here s is a constant setting the sensitivity of the routine, assigning less weight to all values
outside sσ. The value is typically set to 1.5 [Sabaka et al., 2013], but can be adjusted accord-
ing to case. n gives the number of measurements, ei,n the current residual and σ the standard
deviation of the model residuals of ∆di = dobs

i − dmod
i .

The model parameter dependence ofW d turns the problem into a non-linear inverse problem.
The non-linearity is solved by introduction of the iterative process of IRLS, with weights ad-
justed for each iteration, i. The solution for the (i + 1)th iteration of the inverse problem is
found, based on Equation 5.5, keeping Wm = D = I

mL2
i+1 = (GTW d

iG+ α2I)−1GTW d
id

obs. (5.10)

To start the iterative process, an initial estimate of the model misfit and W d is needed. A
common choice is a zeroth order Tikhonov estimation of the model misfit and the identity
matrix for W d. The iterative process is stopped when converged, which can be estimated
either from a plot of the L2 norm of m, or when changes in weights are substantially small,
e.g. below 1% [Farquharson and Oldenburg, 1998; Aster et al., 2005; Sabaka et al., 2013].
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Taking the distribution of the model parameters into account - L1

The L2 minimization of the model parameter misfit assumes, similarly to the model misfit, a
Gaussin distribution. Not all model parameter distributions are however expected Gaussian.
One way to deal with a possible non-Gaussian distribution of model parameters, is by intro-
ducing a weight function,Wm, in the regularization scheme, associated with the minimization
of model complexity, φm. The weights are introduced, asW d (using D = I in Equation 5.5),
through an IRLS routine with the (i+ 1)th element given as

mL1,DI
i+1 = (GTW d

iG+ α2Wm
i )−1GTW d

id
obs. (5.11)

The choice in Wm will be highly case sensitive, and requires an interpretation of an initial
estimate of the model parameter distribution. An example is given by assumption of a Laplacian
distribution of model parameters, corresponding to a minimization of the L1 norm. The
elements of the diagonal matrix, Wm,

Wm
kk =

(
j2
k + ε2

)− 1
2 , (5.12)

are given by the Ekblom measure [Ekblom, 1987] for the number of model parameter, k. The
implementation of the Ekblom L1 norm requires an extra regularization parameter, ε, which
ensures a non-singular solution at jk = 0. ε is, though technically a regularization parameter,
far less case sensitive, compared to e.g. α2 [Farquharson and Oldenburg, 1998; Aster et al.,
2005].

Higher order Tikhonov
The full solution, corresponding to Equation 5.5, is found through the implementation of the
matrix, D, controlling the measure in which the model parameters are minimized:

mL1
i+1 = (GTW d

iG+ α2DT
2W

m
i D2)−1GTW d

id
obs. (5.13)

In many situations it can be fruitful not to minimize the norm of the model parameters, but
the first or second order derivatives thereof. This will again be case sensitive, and require prior
knowledge of the structure of the model parameters. Minimizing the direct norm of the model
parameters (D = I) will filter out solutions with large overall variations in model parameters,
damping all variations. Minimizing the first derivatives of the model parameters (D = D1)
will minimize the difference between model parameters, favouring relatively flat solutions

D1 =



1 −1 0 0 0 0 0 0 · · · 0 0 0 0
0 1 −1 0 0 0 0 0 · · · 0 0 0 0
0 0 1 −1 0 0 0 0 · · · 0 0 0 0
0 0 0 1 −1 0 0 0 · · · 0 0 0 0
0 0 0 0 1 −1 0 0 · · · 0 0 0 0
0 0 0 0 0 1 −1 0 · · · 0 0 0 0

...
0 0 0 0 0 0 0 0 · · · 0 0 1 −1
0 0 0 0 0 0 0 0 · · · 0 0 0 0


.
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Minimizing the first order differences is especially suitable for stepwise structure of model
parameters. An expected model structure, containing slopes, will, however, benefit from a
minimization of the norm of the second order derivatives of the model parameters, found by
setting D = D2, where

D2 =



1 −2 1 0 0 0 0 0 · · · 0 0 0 0
0 1 −2 1 0 0 0 0 · · · 0 0 0 0
0 0 1 −2 1 0 0 0 · · · 0 0 0 0
0 0 0 1 −2 1 0 0 · · · 0 0 0 0
0 0 0 0 1 −2 1 0 · · · 0 0 0 0
0 0 0 0 0 1 −2 1 · · · 0 0 0 0

...
0 0 0 0 0 0 0 0 · · · 0 1 −2 1
0 0 0 0 0 0 0 0 · · · 0 0 0 0
0 0 0 0 0 0 0 0 · · · 0 0 0 0



.

The second order derivative of a slope will not contribute to the norm. Solutions containing
slopes will thus not be downweighted. [Farquharson and Oldenburg, 1998; Aster et al., 2005].

Singular Value Decomposition
Singular value decomposition (SVD), described in Section 5.1 provide an alternative way to
estimate the inverse of G, particularly of interest in ill-conditioned and/or rank deficient sys-
tems. From the decomposition of G into U , Λ and X, we can estimate the general inverse
of G, called the Moore-Penrose pseudoinverse [Aster et al., 2005] as

G† = XΛ−1UT , (5.14)

The use of generalized inverse is however better practice due to numerical accuracy issues in
normal least squares solutions. The solution to the inverse problem, becomes in this case

mSV D = XΛ−1UTdobs, (5.15)

SVD solutions may include terms involving very small non-zero singular values, making the
solution very sensitive to small amounts of data noise. The presence of noise will generally
have a non-zero projection onto each eigenvector in U , and in turn result in very large values
in the corresponding model space basis vector, X. This presence will be of largest importance
in the very small non-zero singular values. The instability of the inversion can, as the least
squares solution, be determined by the condition number.

In the case of a singular G, Λ will contain zero values. The singularity can be solved by
setting all 1/wi in the generalized inverse equation to zero. The method can also be applied
to include small singular values, setting 1/wi = 0 for all wi < ε · max(wi). ε is then the
truncation parameter, controlling how much of the variance is believed assigned to data errors.
Implementation of the regularization is called a truncated singular value decomposition (TSVD)
method, and is an additional example of regularization where stable solutions are preferred over
data fit. This will not fit the data as well, though ensuring that the data is not overfitted. As the



58 Discrete linear inverse problems and how to solve them

regularization parameter, α2, in the Tikhonov solution can be estimated by an L-curve, ε, can
be determined from the singular value spectrum, presenting the singular values with increasing
κ. κ is here the singular value number. The optimum choice in truncation parameter will
be where inclusion of additional eigenvectors adds only little variance to the model estimate.
From the SVD composition we expect all singular values to be decreasing with κ [Emery and
Thomson, 2004; Aster et al., 2005].

Maximizing the entropy
The maximum entropy solution provides a different way to control the model parameters.
Instead of minimizing the model amplitudes, regularization is applied to the model information
complexity, given by the model entropy. The solution is found, following [Jackson et al., 2007]
as

mmaxent
i+1 = (2 ·GTW d

iG+ α2QA
i )−1 ·

(
2 ·GTW d

id
obs + α2(QA

i mi)− 4ωsα2QB
i

)
.

(5.16)

Here, QA is a diagonal matrix with elements

QA
kk = 4ωs√

m2
i + 4ω2

s

, (5.17)

and QB given as

QB
i = log


√
m2

i + 4ω2
s
i
+mi

2ωs

 , (5.18)

with

ψi =
√
m2

i + 4ω2
s . (5.19)

The maximum entropy solution favours solutions similar to the solution with minimization of
the L1 norm of the model parameters. It does, however, introduce a second regularization
parameter, ωs. As the solution requires adjustment of both α2 and ωs, these have to be
optimized together. The solution is furthermore sensitive to the choice in ωs, which can be
difficult to optimize satisfactory. The solution goes towards a zeroth order Tikhonov solution
with a Huber weighted data misfit measure for ωs → ∞ [Jackson et al., 2007; Kother et al.,
2015].

Goodness of fit
The goodness of the model fit needs to be evaluated in terms of the objective function, which
in our case was to minimize the data misfit (dmod−dobs) along with the structure of the model
parameters, m. The latter is evaluated through an L-curve and through visual inspection of
the model parameters. The data misfit, can be evaluated in many ways, such as the root



5.2. Solutions and regularization 59

means square (RMS) misfit. In this thesis, we have chosen to evaluate the data misfit by the
variance ratio,

VR =
σ2

∆d
σ2
dobs

, (5.20)

where σ2 is the variance of the residuals between the observations and the model, ∆d =
dobs−dmod, and the observations, dobs. The variance in dobs explained by dmod is then given
by 1− VR.





Chapter 6

Validation of the 1D SECS method through
application of satellite magnetic observations

This chapter will examine sheet current densities estimated from the 1D SECS method de-
scribed in Section 4.2 and investigate how this method adapts to different input data and
regularization methods and parameters. This is visualized through first a synthetic data exam-
ple and later by an application to satellite magnetic field observations. Finally, the results are
compared with the results presented by Juusola et al. [2006].

6.1 Estimation of the ionospheric current densities
Equation 4.51 and 4.55 on page 48 can be formulated as a linear inverse problem. From
the magnetic field observations, we estimate the model parameters, I. These are then used
to estimate the sheet current density, Jmod, and to provide estimates for the magnetic field
observations, Bmod. The full method is described in Figure 6.1.

Solution to the inverse problem
The high frequency data provided by magnetic satellites, will usually result in an overdeter-
mined inverse problem. The individual measurements are, however, as previously mentioned,
not independent. This results in a high degree of autocorrelation in the dataset, combined
with an ill-posed problem due to the downward continuation from satellite altitude. Without

The model

6.4 Synthetic data example

Jobs

I

Jmod Bobs

I2

Bmod

A−1

A M

M−1

M

6.5 Data example from 6th of November 2001

Bobs

I

Jmod Bmod

M−1

A M

Page 15 of 100

Figure 6.1: Flowchart of sheet current estimates from magnetic field observations by use of
the 1D SECS method.
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regularization, overfitting is very likely. To avoid this, we find a solution to Equation 4.51 by
adopting a regularization approach [Aster et al., 2005; Menke, 2012], using two different strate-
gies. (1) Truncated singular value decomposition, described in Section 5.2 with the solution

ITSVD = X−1ΛUTB, (6.1)

and (2) zeroth order Tikhonov regularization and a Huber weighted data misfit measure,
implemented through an IRLS technique, as described in Section 5.2 with the solution for the
(i+ 1)th iteration of the IRLS routine being

IL2
i+1 = (MTW d

iM + α2I)−1MTW d
iB. (6.2)

The numerical conditioning of a matrix is assessed by the condition number, which depends
in part on the size of the matrix. To minimize the ill-conditiodness, and to allow different
regularization parameters (ε and α2) for the divergence-free and curl-free model parameters,
we split the inverse problem stated in Equation 4.51 in two, a divergence-free part and a curl-
free part. This eliminates a large part of the zero values in the matrix,M , helping the condition
number (i.e. the ratio of its largest and smallest eigenvalues) and hence the instability of the
inversion.[

Br

Bθ

]
=
[
Md,r

Md,θ

]
·
[

Idf ,
]

(6.3)

Bφ = M c,φ · Icf . (6.4)

Together, Md,r and Md,θ give Md, and M c,r, M c.

6.2 A synthetic test case
To test the method, we applied the 1D SECS approach to a purely one dimensional electrojet,
with a starting point of a known ionospheric current density distribution, Jobs, (Jr, Jθ, Jφ)
along a virtual satellite path. The electrojet was modelled, following Juusola et al. [2006] by
a Gaussian current density distribution

Jφ = −Ae−
(θ−θc)2

2(δθ)2 . (6.5)

Here θc notes the latitude of the centre of the the electrojet. The remaining components of
the sheet current densities are found assuming a radial geomagnetic field (B = −Bêr) and a
convection electric field along θ (E = Eêθ). This yields

Jr = −∇ · Jθ, (6.6)

Jθ = ΣPE, (6.7)

Jφ = −ΣHE, (6.8)
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The model

6.4 Synthetic data example

Jobs
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6.5 Data example from 6th of November 2001
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M−1
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Page 15 of 100

Figure 6.2: Flowchart of 1D SECS synthetic case example.

where ΣP and ΣH are the Pedersen and Hall conductances respectively. Using the Pedersen to
Hall ratio ΣH/ΣP = 2, shown by Untiedt and Baumjohann [1993] we find the current density
components, Jr and Jθ as a function of Jφ

Jr = 1
rI

(
cot θ − θ − θc

(δθ)2
Jφ
2

)
, (6.9)

Jθ = −Jφ2 . (6.10)

From the synthetic Jobs, we estimate the model parameters I, using TSVD to solve the
inversion of A

I = A−1Jobs = XA
−1ΛAUA

TJobs. (6.11)

The synthetic magnetic field observations, Bobs, and modelled sheet current density distri-
bution, Jmod, are then found using the forward model, presented in Equation 4.50 and 4.55,
accordingly. From the synthetic magnetic field observations, we recalculate the model param-
eters, I2, again using a TSVD analysis to find the inverse of M (Equation 6.1). Comparison
between I and I2 provides a means for estimating how well the inversion works.

Finally, the forward model given in Equation 4.50 is used again to estimate the modelled
magnetic field observations, using I2. The different model parameters, design matrices and
data vectors used, are illustrated in Figure 6.2. A thorough test of a set of adjustable parameters
δθmod, δθobs, dδ, εA and εM along with model and observation range for the synthetic test
case is given in Appendix B. Figure 6.3 shows the magnetic field observations in blue and
corresponding model fit in red in the left column and the sheet current densities in the right
column using εA = 10−3, εM = 5 · 10−12, model spacings of δθmod = 0.5◦ and observation
spacing of δθobs = 1◦ to represent the best model fit for the synthetic case example. The test
shows that it is possible to recover most of the magnetic field perturbations (Br,Bθ,Bφ), and
sheet current densities (Jθ,Jφ) very accurately using the 1D SECS inverse theory approach
from a set of virtual observations of the sheet current densities. We were, however, under
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Figure 6.3: Magnetic field, Bobs and Bmod (first column), and sheet current density, Jobs

and Jmod (second column), components. Virtual observations are given in blue, and in
red, the corresponding model fit, as a function of latitude. The results are are found
using truncation values εA = 10−3, εM = 5 · 10−12, model spacings of δθmod = 0.5◦ and
observation spacing of δθobs = 1◦ (i.e. underdetermined problem).

the conditions tested in Appendix B not able to reproduce the radial component of the sheet
current densities with the same level of accuracy. A series of tests leaves us with a set of four
categories of adjustable parameters, all inter-dependent and changing according to choice of
model setups:

• Truncation parameters, εA and εM : The results are highly dependent on the choices in
SVD truncation parameter. Important parts of the variations are removed if overregu-
larized, and noisy model parameters are returned for a too low regularization parameter.

• The ratio δθmod/δθobs affects both the shape (disturbance) of the model fit, and the
amplitude and horizontal offset of Jr for the virtual observations (see Figure B.19 and
B.18). The actual values of the model and observation spacing mainly seem to affect
the amplitude height.

• The width of the box-function, dδ, alters the amplitude of the radial component of the
sheet current densities (Figure B.17). This seems, however, less sensitive to changes,
compared to the other adjustable parameters.
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• The range of data and model parameters greatly alters the need for regularization (Fig-
ure B.20), and is therefore highly connected to the choice in εA and εM .

All of this leaves us with a model that is rather sensitive to changes, causing difficulties in
estimating the magnetic field perturbations and sheet current densities in a consistent way.
Especially difficult in the search for a common set of adjustable parameters satisfying different
types of data input, and thereby automatic implementation.

6.3 A test applying CHAMP and Swarm magnetic data
The aim of the method is to estimate the ionospheric sheet current densities and their asso-
ciated FACs from satellite magnetic data. We therefore now apply the method presented in
the synthetic case above to 1 second data from a series of individual orbits from the CHAMP
and Swarm satellites. If the aim was to only estimate the auroral electrojet system, 5 or 10
second data would provide high enough resolution due to the distance from the satellites to
the ionosphere. The FACs are, however, also present at satellite orbit height, in situ currents,
and the contributions to the magnetic field will therefore change at a much higher frequency,
compared to the observed ionospheric contributions. Any unresolved frequencies could intro-
duce errors in the solutions to the FACs, and the higher frequency data is therefore used.

This section will give a description of the results, complications and measures necessary for
implementation on real data for a selected number of orbits. The orbits are chosen to represent
both disturbed (high Kp) and quiet (low Kp) times. The use of real data will, increase the
need for regularization compared to the synthetic case example. We have therefore included an
additional inversion method, a Tikhonov regularization, described in Equation 5.8 on page 53.
The data selection is limited to higher latitudes (above 40◦), since the 1D SECS method is
optimized for the polar regions, and is not optimal for determining contributions from the ring
current [Juusola et al., 2006]. The preprocessing of data, presented in Section 3.2, describes
how the effect of the large scale magnetospheric contributions are minimized by subtracting
the RC index. We find, however, that the best results are found, when only the region of the
auroral oval, [58 75] is included as input. This will be elaborated later. All results are presented
for the Northern Hemisphere only.

6th of November 2001
The method is first tested on the CHAMP satellite orbit 7383 over the IMAGE magnetometer
network chain on the 6th of November, 2001 between 05:04 to 05:08 UT with a corresponding
MLT of 8:05 to 7:27. Measurements are taken during a strong substorm with a Kp index of
9−. This specific orbit has been chosen to enable comparison with Juusola et al. [2006].

Figure 6.4 shows the magnetic field (first column) and sheet current densities (second column)
as a function of latitude. The observations are given in blue, and the modelled estimates
in dashed red. The solution is found from a TSVD analysis (Equation 6.1) with different
truncation values for the divergence-free (εd = 10−2) and curl-free (εc = 10−1) part of Equa-
tion 6.3 and 6.4 and a box-function width of dδ = 2.1◦. The truncation values are set to match
the values stated in Juusola et al. [2006], and dδ from the tests performed on the synthetic case.
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Figure 6.4: Left column: Magnetic field observations (blue) and model fit (red) as a function
of magnetic latitude (QD). Right column: Sheet current densities corresponding to the
model fit, as a function of QD latitude. All is found for the 6th of November 2001 between
05:04 and 05:08 with an MLT range of 08:05 to 07:27 and Kp = 9−. The model fit
is performed with εc = 10−1, εd = 10−2, dδ = 2.1◦, δθmod = 1◦, δθobs=1s, with an
observation and model range of [40◦ 90◦].

A model spacing of 0.2◦, observation spacing of 1 second, and a model and observations range
of [40◦ 90◦] returns an overdetermined inverse problem with 801 observation points and 450
model parameters. The fit returns reasonably low variance ratios of 0.042 for the radial com-
ponent of the magnetic field, 0.24 for the θ component and 0.23 for the φ component. Dealing
with real data, these are expected to be higher than the variance ratios given in Table B.1,
since in the synthetic case we dealt with noiseless and very smooth data.

Variance ratios for Br return results an order of magnitude better than the fit for the other
components of the magnetic field. The radial component of the magnetic field perturbations
will primarily show the large scale ionospheric variations from the Pedersen and Hall currents,
since the highly varying FAC contribution is seen primarily in the two horizontal components of
the magnetic field. Larger variations in the two horizontal components are therefore expected.
To avoid overfitting the data, we need to damp the solution to a degree not permitting the true
physical variations, resulting in the smoother model compared to the data shown in Figure 6.4.
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Figure 6.5: Corresponding model parameters for the fit shown in Figure 6.4 for the curl-
free (red) and the divergence-free (black) part of the calculations, as a function of model
parameter index, k. The model parameters are estimated for orbit number 7383 on the
6th of November 2001 between 05:04 and 05:08 with an MLT range of 08:05 to 07:27 and
Kp= 9−. The model fit is found with εc = 10−1, εd = 10−2, dδ = 2.1◦, δθmod = 1◦,
δθobs=1s, with an observation and model range of [40◦ 90◦].

Both the model fit to the magnetic field perturbations and the sheet current densities are
found to be in good agreement with the results presented in Figure 4 in Juusola et al. [2006].
Small differences, especially in the sheet current densities are found, which could be due to
differences in the pre-processing of data, or in the implementation of the delta-function, which
is not described in the article. Further comparisons are discussed in Section 6.4.

Figure 6.5 shows the corresponding model parameters, ITSV D
cf (red) and ITSV D

df (black) as
a function of model parameter index, k. Compared to the model parameters presented in the
synthetic case, these have higher complexity, but we still see a high degree of autocorrelation
with no sign of overfitting of the data.

Testing additional orbits
The promising results from the 6th of November 2001 lead us to test the method on addi-
tional randomly chosen CHAMP and Swarm Alpha orbits. From this, we selected a range
involving both disturbed, moderately disturbed and quiet days. The tested days are described
in Table 6.1, with corresponding MLT range, orbit numbers and Kp index. The last three
columns contain the variance ratios of the model fit to the magnetic field observations. The
corresponding individual results are given in Figure 6.6, where the magnetic field observations
(blue) are compared with the model estimates (red) in the first column. The second column,
of each subfigure, are the corresponding sheet current densities. Figure 6.6(c) is a replica of
Figure 6.4, to allow for easier comparison between the different days. The solutions are found
using the same adjustable parameters, as for the 6th of November 2001 (εd = 10−2, εc = 10−1,
dδ = 2.1◦, δθobs = 1◦s, δθmod = 0.2◦ and [40◦ 90◦]). From the figure, it is clear that some



68 Validation of the 1D SECS method through application of satellite magnetic observations

Date Satellite Orbit Kp time range MLT Br Bθ Bφ

09.08.2000 CHAMP 391 2+ 22:18 to 22:31 UT 00:24 2.35 0.51 0.41
05.11.2001 CHAMP 7368 0+ 05:44 to 05:58 UT 07:40 0.61 0.64 0.41
06.11.2001 CHAMP 7383 9− 05:00 to 05:19 UT 07:43 0.042 0.24 0.23
20.04.2002 CHAMP 9948 5o 14:00 to 14:12 UT 15:54 0.38 0.21 0.18
03.03.2014 Swarm A 1536 2− 05:19 to 05:33 UT 16:24 0.14 0.14 0.031
04.03.2014 Swarm A 1551 1o 04:51 to 05:04 UT 16:15 3.51 0.59 0.13

Table 6.1: Information about the tested orbits, presented in Figure 6.6. Values are found with
equal adjustable parameters as presented in Figure 6.4 to enable comparisons (εc = 10−1,
εd = 10−2, dδ = 2.1◦, δθmod = 1◦, δθobs=1s, observation and model range of [40◦ 90◦]).
MLT is found for 60◦N QD latitude.

days (e.g. 06.11.2001, 20.04.2002 and 03.03.2014) yield better model fits compared to others
(e.g. 09.08.2000). All of the orbits yields physically realistic sheet current densities, it is,
however, difficult to validate their authenticity, when the model fit is not better. Especially the
fits of Br on the 4th of March 2014 and the 9th of August 2000 are poor, with variance ratios
as high as 3.51 and 2.35, respectively. The poor model fit could be due to large variations in
Br not described by the model. The lowest variance ratios are found for the 6th of November
2001 and the 3rd of March 2014.

Measures investigated in an attempt to improve data fit

Due to the sometimes unsatisfactory model fits presented above, we carried out a series of
tests, in an attempt to improve the results.

1. Forcing the observed magnetic field perturbations between latitude 40◦N and 50◦N to 0
with cosine tapering at the ends. Ionospheric current signals should be zero in this region,
and we therefore assumed the perturbations in this region to be noise. Contributions in
this region could be unresolved large scale magnetospheric contributions, not described
in the model [e.g. Finlay et al., 2016a]. By forcing the signal to zero at low latitudes,
we remove any contamination of the data that these currents contribute with, with a
possible improvement of the fit in the whole range of data.

2. Removing clearly deviating data. When applying the inverse problem to a highly fluctu-
ating/noisy data set, these can propagate through the inversion and create large errors
in the model fit. By removing large outliers, we can give an indication of whether it is
the large fluctuations in the input data, or something else, causing the poor model fit.

3. Limit model parameters to the range [40◦ 89.99◦]. We saw in the synthetic case, how
the range of both the observations and model parameters could alter the results. The
observations are, due to the inclined orbit of the satellite, not crossing the pole, while
the model parameters are set to [40◦ 90◦]. By removing the model parameter at the
pole, we hope to avoid any singularity problems at this specific latitude.

4. Data smoothing. As with test number 2, we try to reduce errors in the model fit, by
reducing possible errors in the input data. The data is smoothed with a 10 point running
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(a) 09.08.2000
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(b) 05.11.2001
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(c) 06.11.2001
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(d) 20.04.2002
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(e) 03.03.2014
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(f) 04.03.2014

Figure 6.6: As Figure 6.4 for six different days. Information about Kp, MLT, time range
and orbit number for the tested days are found in Table 6.1. The results are found with
the same set of adjustable parameters as in Figure 6.4.
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Test 0 1 2 3 4 5 6 7 8
Br 2.35 2.41 0.28 2.30 2.39 1.69 1.15 1.62 0.022
Bθ 0.52 0.52 0.65 0.53 0.57 0.87 0.38 0.43 0.069
Bφ 0.42 0.42 0.087 0.44 0.42 0.28 1.08 0.19 0.42

Table 6.2: Variance ratios for test 1-8, presented in Figure 6.7 and 6.8. Test 0 indicates
when no changes are performed, corresponding to the results presented in Figure 6.6.

mean box-function. Smoothing will, however, due to the in situ FACs remove information
about the radial component of the sheet current densities. A smoothing too strong might
filter out the information about FACs.

5. Limit the range of data and model parameters to [50◦ 80◦]. The idea is that a limitation
on the data range might limit the influence of possible 2D effects in the polar cap.

6. Changing pole position. In the model, we assume that the measurements are taken along
constant latitude. This is strictly not true for points close to the pole. This problem can
be amended by moving the pole of the coordinate system in which the 1D SECS grid
is defined (r, θ, φ), as suggested by Juusola et al. [2006]. Changing the position to 0◦N
and 20◦E, ensures that the assumption of zero φ dependence stands, even for positions
close to the geographic pole.

7. Orbit across the pole plus cosine tapering at the ends along with changing the pole
position to avoid singularity issues at θ = 0. To test if the poor data fit is due to a
boundary issue at the pole, we extend the orbit to include data with θ < 50◦.

8. Separating all components in three inverse problems. The radial and θ component
of the magnetic field returns the worst fits. The reason for this could be that they
are described by the same inverse problem. If the two sets of input data (Br and
Bθ) contain contradicting information, it is difficult to find a common set of model
parameters. By splitting up the model into separate inverse problems, with separate
model parameters, we can estimate whether the problem lies in the inversion method
and regularization approach, or if it is simply not possible to find a solution satisfactory
for both parameters.

The results of the different tests are given in Figure 6.7 and 6.8. We have chosen to use the
orbit from the 9th of August 2000 for all tests to highlight any improvements for the individual
changes, since this day returned one of the poorest data fits in the initial test (Figure 6.6).
The figures are presented, as Figure 6.6, with data and model fit in the first column, and sheet
current densities in the second. Both are presented as a function of QD latitude. Correspond-
ing variance ratios are given in Table 6.2. All other values, except the changes described in
the enumeration above, are kept as in the initial estimation, presented in Figure 6.6.

It is clear from both the figures and the table that some (tests 1, 3 and 4) returns model fit
with no or only small improvements. The model fit and model parameters are in these cases
very similar with variance ratios ranging between 2.30 and 2.54 for Br, 0.52 and 0.56 for Bθ
and 0.42 and 0.44 for Bφ. This tells us that boundary issues at lower latitudes (between 40◦N
and 50◦N), along with model parameters at the pole is not the issue causing the poor model
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(a) No improvements
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(b) Test 1
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(c) Test 2
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(f) Test 5

Figure 6.7: Magnetic field observations and sheet current densities, similar to Figure 6.4.
Each subfigure presents results from the different tests, described in the enumeration on
page 68 for the 9th of August 2000, orbit number 391, Kp = 2+, time range of 22:18 to
22.31 UT and an MLT of 00:24 at 60◦N. The results are found, except for the changes
described in the enumeration, with the same set of adjustable parameters as in Figure 6.4
(εc = 10−1, εd = 10−2, dδ = 2.1◦, δθmod = 1◦, δθobs=1s, observation and model range
of [40◦ 90◦].)
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(c) Test 8

Figure 6.8: Continuation of Figure 6.7.

fit. Since a smoothing (test 4) does not alter the results or the data fit, we conclude that the
model misfit is not due to outliers in data either. Unexpectedly we do not see a change in
Jr. It seems that the scale size of this and the other components are determined from the
regularization alone, and not affected by smoothing the data. However, an increase in the data
smoothing would probably result in a change in resolution of the FACs.

In test 2 (removing large outliers), we find a much improved model fit for Br and Bφ, with
the variance ratio changing from 2.35 to 0.28 and 0.42 to 0.087 accordingly. The variance
ratio for Bθ is, slightly increased from 0.52 to 0.65. The main difference, however, lies in the
sheet current densities, where Jr is found almost as a mirror image of all the other estimates
of this sheet current density component. This, of course, raises concern as to the stability of
the inversion in general, and to the resultant sheet current densities. Since the fit is found for
only quiet-time magnetic field disturbances (Bθ > −100 nT), this solution removes large parts
of the dataset, with all values at θ > 73◦N removed. We therefore conclude that this method
puts unwanted restrictions on the tested days, and is therefore not suitable for the intended
automatic implementation.
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Test TSVD IRLS [58 75] IRLS [58 75] TSVD
Br 2.35 2.69 1.26 1.08
Bθ 0.52 0.32 0.68 0.67
Bφ 0.42 0.28 0.26 0.18

Table 6.3: Variance ratios for 9th of August 2000, orbit number 391, Kp = 2+, time
range of 22:18 to 22:31 UT and an MLT of 00:24 at 60◦N using a TSVD and Tikhonov
regularization (IRLS) for two model and observation ranges [40◦90◦] and [58◦75◦]. The
variances are found for the corresponding values to those used to get results presented
in Figure 6.6 and 6.9: α2

c = 10−22 and α2
d = 10−24 (IRLS), εc = 10−1 and εd = 10−2

(TSVD) and both use dδ = 2.1◦, δθmod = 1◦ and δθobs=1s.

Results of test 5, 6 and 7 show a slight improvement of model fit in Br with the variance ratios
reduced by a factor of two, compared to the initial tests. In test 5 and 6, one of the θ and φ
components are improved, while the other results in a worse fit. Test 7 shows an improvement
in all three components.

By separating the components completely, and thereby calculating individual model parameters
(test 8), it is possible to find a significant improvement in the model fit. The variance ratios
are decreased from 2.54 and 0.52 to 0.022 and 0.069 for the radial and θ component. If Br
and Bθ contain contradicting information, it is impossible to find a model fit suitable for both
components. The large improvement in the model fit indicates that this is the case for the
tested orbit. It does, however, not solve the issue with modelling, since the calculations de-
scribed by Equation 4.46 and 4.47 require equal model parameters for these two components.
We do therefore not accept this solution.

The choice in dδ could be affected by the difference in the real data and synthetic data. This
has, however not been tested, since it mainly influences the shape and fit of Jr. Since this has
not been the primary focus of testing real data, this was not investigated further. In conclusion,
we did not manage to obtain a robust implementation of the model, suitable for automation.
The different changes to the input data and range alter the results, though no solution to the
poor model fit is found.

Regularization methods

Since none of the above tests returned satisfactory solutions, we turned our focus towards the
regularization method. No improvement was found in the synthetic case. Dealing with real
data, however, is different, where coping with noise and fluctuations in data (including out-
liers) is of increased importance. Instead of the TSVD solution, previously presented, we find
an solution to the inverse problem using a zeroth order Tikhonov regularization and a Huber
weighted data misfit measure, implemented through an IRLS technique (Equation 6.2). The
Huber weighted data misfit measure is implemented specifically to deal with any non-Gaussian
noise (outliers) in the data set. We have used regularization parameters, α2

d = 10−24 and
α2
c = 10−22, estimated from visual inspection of model parameters, to find the results given in

Figure 6.9(a) and Table 6.3.
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(a) IRLS (b) [58 75] IRLS

Figure 6.9: As Figure 6.7 for two data and model parameter ranges applying IRLS and
Tikhonov regularization for the 9th of August 2000. The results are found with adjustable
parameters: α2

c = 10−22, α2
d = 10−24, dδ = 2.1◦, δθmod = 1◦ and δθobs=1s.

The figure and corresponding variance ratios show no significant improvement using IRLS
solution over the TSVD solution. Juusola et al. [2009] presented their data using a very tight
data and model range [58◦75◦]. Their reason for this strict range is that the 1D assumption
is mostly applicable to electrojet dominated cases. This cannot be expected to be true for
the entire global current system. For a small section, however, this can be an acceptable
assumption, when a local independence of the φ coordinate is present. This could be the
reason, why increased range returns larger variance ratios. This does, however, not explain
why the range affects the synthetic example (Appendix B), since this is per definition one
dimensional. The results of decreasing the range to [58◦ 75◦] is shown in Figure 6.9(b) and
the third row of Table 6.3. We see an improvement in the variance ratios very similar to the
ones of test 2 given in Figure 6.8(c). This indicates that, as in the synthetic case, the range
is important for the quality of the model fit. The largest improvements are found in the fit to
the radial component of the magnetic field. Since this component mostly is affected by the
horizontal currents, it is expected to be more sensitive towards lack of one dimensionality. The
breakdown of the 1D assumption is discussed further in Section 6.4. A positive result of this
approach is that the overall shape of the estimated sheet current densities does not change.
Peaks are found with similar strength and positions for both inversion methods presented in
Figure 6.9. To ensure that the improvement was due to the change in range, we also carried
out the test using a TSVD analysis, finding similar variance ratios to the Tikhonov solution
(last column of Table 6.3). This indicates that the problem is unlikely to be due to the inversion
method, but probably in the correct choice of adjustable parameters (δθmod, δθobs, dδ, εc, εd,
αc and αd) as well as observation and model range.

Induced currents

In a final attempt to improve the model fit, we tested the effect of the induced currents. This
is an addition to the calculations presented by Juusola et al. [2006], and therefore is a plausible
explanation of the discrepancies. After carrying out a series of tests, it does, however, not
seem to alter the results much, whether we include induced currents in the calculations or not.
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Figure 6.10: Singular value spectrum from the 6th of November 2001, orbit number 7383,
between 05:04 and 05:08 with an MLT range of 08:05 to 07:27 and Kp = 9−. The values
are found with εc = 10−1, dδ = 2.1◦, δθmod = 1◦, δθobs=1s, observation and model range
of [40◦ 90◦]. The red circle represents the results using εd = 10−2 and the black, using
εd = 10−1.

6.4 Discussion of the 1D SECS method

In this section we will present a short discussion of the above presented results. We will start
with a discussion on the truncation value ε. Since our initial aim with the model validation,
described in the previous sections, was to compare with Juusola et al. [2006] and Juusola et al.
[2009], we have until now not tested if the chosen truncation values are also applicable in
our case. We therefore conducted a test of the truncation value for the real data case. The
results are presented in Figure 6.10, showing the singular value spectrum as described in the
theory section 5.2 on page 57. The figure shows the complexity of the model parameters as
a function of norm of the model parameters. For easier interpretation, we highlighted two
truncation values, red (εd = 10−2) and black (εd = 10−1). The singular value spectrum is
found for εd, while keeping εc constant. The value chosen in Juusola et al. [2006], εd = 10−2,
approximately fits with the corner value of the singular value spectrum, indicating this as the
optimal truncation value. Lowering this, results (not shown) in a clearly unstable solution. We
therefore estimate that the poor model fit is not likely due to a wrongly implemented SVD
truncation value.
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(a) (b)

Figure 6.11: (a) Results (Figure 9) from Juusola et al. [2006] and (b), our results for the
6th of November 2001, orbit number 7383, between 05:04 and 05:08 with an MLT range
of 08:05 to 07:27 and Kp = 9−. The values are found with εc = 10−1, εd = 10−2,
dδ = 2.1◦, δθmod = 1◦, δθobs=1 s, observation and model range of [58◦ 75◦].

Comparisons with Juusola et al. [2006]

The 6th of November 2001 returns the most satisfactory model fit and sensible sheet current
densities of the tested days. This day was chosen to enable comparison to the results found by
Juusola et al. [2006]. We now provide this comparison in detail to validate the choices in the
adjustable parameters. The comparison is accompanied by a discussion concerning why some
days provide better fits than others.

Figure 6.11(a) is a replica of Figure 9 from Juusola et al. [2006], while (b) presents our results.
We have adjusted the range of our estimate to match that in (a). Similar model fit and sheet
current densities are found, indicating that the issues we have faced with the poor data fit do
not come from our implementation of the model, but is more likely are a problem inherent in
the model itself. The overall shape of the sheet current densities are similar. We do, however,
not find the peaks in the same place. All peaks are shifted poleward with approximately 4◦.
Since the shift is found in both data and estimated sheet current densities, it is probably caused
by differences in coordinate systems.

A study by Vanhamäki et al. [2003] revealed how some shapes of the sheet current densities
are better modelled than others. This is shown in Figure 6.12 (Figure 3 in the original paper).
They find that rapidly changing currents, such as in subfigures B and C, are more difficult to
model compared to the smoother shapes in A and D. This could explain why the best fit is
found for the 6th of November 2001 and the 20th of April 2002, which have the smoothest
observations, especially for the radial component.

The poor fit for the other days could, however, also be due to the difference in their one dimen-
sionality. Since this is a crucial assumption in the model, a breakdown of one dimensionality
would lead to a poor model fit. The one dimensionality can according to Juusola et al. [2006]
be tested by estimating the model fit of the θ component of the magnetic field residuals using
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Fig. 3. Various original current distributions and those obtained using 1D SECS and Fourier methods. Magnetometer positions are marked with vertical
lines.

of the series in Eqs. (6) and (7) several hundred terms (usu-
ally about 200) have to be evaluated to get good convergence.
This does not affect the computational efficiency of the 1D
SECS method, for the series have to be evaluated just once
for a given magnetometer and 1D SECS configuration, as
explained below.
3.2 Calculation of equivalent currents

The ionospheric equivalent currents are calculated so that
several 1D SECSs are placed at different latitudes θ0, j , j =
1..n, and their magnitudes are chosen so that the north-com-
ponent (x-component) of their combined ground magnetic
field matches the measured disturbance at latitudes θi , i =
1..m, as closely as possible. This may be expressed as a
matrix equation

Bx = M · I0, (8)

where Bx , I0 are vectors containing the observed x-compo-
nents at θi and the amplitudes of the 1D SECSs at θ0, j ,

respectively, and M is a matrix that gives the effect of a
current system at θ0, j to a magnetometer at θi .

The matrix M depends only on the geometry of the sit-
uation and it may be calculated using Eq. (7) once the lati-
tudes of the magnetometers and 1D SECSs are specified. In
practice the number of magnetometers (m) is usually much
smaller than the number of 1D SECSs (n) placed in the iono-
sphere. As a rule of thumb the spacing of the 1D SECSs
should be smaller than 1/2 of the magnetometer spacing and
the area where 1D SECSs are placed should exceed the area
of the magnetometer network by few degrees. Some fine

tuning is of course required for different magnetometer net-
works. Thus the inversion problem is highly underdeter-
mined and special methods must be used to solve the un-
known I0 in Eq. (8). One possibility is the singular value
decomposition (SVD, e.g. Press et al., 1992, section 2.6).

In SVD the matrix M is decomposed into M = U w V
T

,

where U , V
T

are orthogonal matrices and w is a diagonal
matrix. The diagonal elements wkk of w are called the sin-

gular values of M and n − m of them are zeros due to the
underdetermination of the problem. Also some of the non-
zero singular values may be very small (compared to the
largest) and they represent the badly behaving part of the so-
lution. The solution is made well behaving by setting all
wkk < ε · max(|wkk |) equal to zero. Here ε is an adjustable
parameter (in practise ε = 0.01..0.1). After this has been
done the problem may be solved as

I0 = V diag(w̃kk) U
T

Bx , (9)

where w̃kk = w−1
kk if wkk �= 0, zero otherwise.

In the above method only the Bx -component is used as
input. In principle, by including the internal equivalent cur-
rents, also the vertical z-component could be matched. The
inversion problem is solved only for the amplitudes of the 1D
SECSs. Because each elementary system has global current
distribution, given by Eq. (4), there is no need to solve an
inversion problem for the positions of the 1D SECSs, if they
are chosen reasonably in the first place. It should also be
mentioned that in general the unprimed coordinate system

Figure 6.12: Study of the effect of current shapes on the model fit with the 1D SECS
approach by Vanhamäki et al. [2003], showing the current as a function of latitude for four
different shapes of input.

scaling factors based solely on Br against observations. In the paper they have considered
orbits with errors up to 0.60 as one dimensional, with the error calculated as

Error = |Bθ
obs −Bθmod|
|Bθobs|

. (6.12)

|B| is here the mean of the absolute values of B. We have found the error estimates, re-
stricting the data and model range to [58◦ 75◦] to ensure a better comparison. According to
Juusola [2016], approximately 39% of the tested orbits are found below this error level. Our
own calculations show, however, that this threshold would exclude all days except the 20th of
April 2004, which has an error estimate of 0.54. Even the 6th of November 2001 does not
make the cut, with an error estimate of 0.82. Juusola et al. [2006] finds this value to 0.50.
The only other tested day getting close to acceptance is the Swarm orbit on the third of March
2014 where we find an error estimate of 0.63.

The difference of error estimates for the 6th of November 2001 indicates, despite the visually
similar results, differences in method implementation. We would especially expect differences
due to the pre-processing of the data. As an example, we have used the RC index instead
of Dst index as magnetospheric contribution. This would, however, only provide a very small
difference, and the influence of this should lie within the methods ability to deal with small
changes. Unfortunately we have shown that small changes in input data do affect the results
both in the synthetic case, and when applying the method to real data. The difference in the
input data could affect the 1D assumption and thereby lead to a worse model fit. We argue,
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however, that with the aim of automatic implementation, a strong sensitivity to small changes
such as this is critical.

The influence of the pre-processing can be tested by comparing results with and without re-
moval of the magnetospheric correction. The difference between using DST and RC, should
be less than neglecting the magnetospheric correction. This has not been tested in the 1D
SECS case, but a study of the magnetospheric correction is described in the discussion of the
LCM method (see Section 7.3).

Personal correspondence with Juusola [2016] revealed further differences between the two
implementations of the method. These differences are probably where we can find the origin of
the discrepancies between Figure 6.11(a) and (b). Adjustment to the magnetic field calculations
are needed, when implementing the box function in stead of the delta function. Furthermore,
we should not place model parameters at the same positions as the observations, since this
might lead to an instability in the model. However, even if we were able to obtain similar model
and error estimates, we would find that only approximately 40% of the orbits have errors below
0.6, which is not sufficient for the implementation of the method in an automatic routine.

6.5 Summary on applying the 1D SECS approach to CHAMP
and Swarm magnetic data

We have tested the 1D SECS method for estimation of the sheet current densities from syn-
thetic and satellite magnetic field observations. Several issues have been raised, including the
high sensitivity of the model fit to a set of adjustable parameters, δθmod, δθobs, dδ, εc, εd, αc
and αd along with model and observation range. A range of tests were conducted applying
the method to real satellite data with the aim of improving the method. Some improvements
where found, though none of the tests enabled the method to work for all the tested days. The
poor fit for most of the tested days is attributed a breakdown of the 1D assumption. This was
confirmed by Juusola [2016], who finds a breakdown of the 1D assumption in approximately
60% of their tested days. Even though further improvements were suggested through personal
correspondence with Juusola [2016], we decided not to pursue this approach further.

In conclusion; we did not manage to obtain a reliable implementation of the 1D SECS method
using CHAMP or Swarm satellite magnetic field anomalies to estimate the ionospheric sheet
current densities. The breakdown of the 1D assumption for approximately 60% of the orbits
makes the method less applicable to automatic implementation on satellite data.



Chapter 7

Application of the ionospheric line current
method to satellite magnetic observations

The objective of this chapter is to discuss initial results of the line current model (LCM) and
to investigate the effect of model regularization on the estimated sheet current densities. The
method is first tested on a synthetic current profile, followed by an investigation of different
regularization parameters and methods, along with discussion of robustness providing an esti-
mate of the most accurate description of model parameters.

A mathematical description of the relation between magnetic field residuals and current ampli-
tudes is given in Chapter 4 on page 35, and stated as a linear inverse problem in Equation 4.16
on page 40.

7.1 Test with synthetic data
As an initial test, we applied the method to the magnetic field produced by a synthetic current
density distribution. The current density profile is roughly given by a Gaussian distribution
on each side of the pole, representing the westward (morning sector) and eastward (evening
sector) electrojet. The distribution is given with a positive current towards the sun. The M
strengths of the line currents, jk, (model parameters) are determined by solving the inverse
problem described by Equation 4.16 and 4.17 on page 40. The much larger larger distance
between satellite and ionosphere (rn >> ∆) results in an ill-conditioned problem, although
formally overdetermined (N > M). This results in large variations of the amplitudes of
neighbouring line currents for the unconstrained least squares solution. We therefore adopt a
regularization approach to avoid this type of instabilities. The type of regularization method
can, as described in Chapter 5 have a large influence on the resultant model parameters. The
influence is, however, limited when applied to noiseless synthetic data. Figure 7.1 presents the
results of the synthetic data applying a zeroth order Tikhonov regularization with the solution,
given in Equation 5.8,

mT ik = (GTG+ α2I)−1GTdobs.

The figure shows the magnetic field synthetic observations, δF , in green along with the corre-
sponding model estimate in blue as a function of QD latitude (top panel). The middle panel
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Figure 7.1: Synthetic data example. Top panel: magnetic field synthetic observations (green)
and corresponding model estimate (blue) as a function of QD latitude. Middle panel: model
residuals. Bottom panel: synthetic sheet current densities (green) and model estimate
(blue) as a function of QD latitude.

gives the model residuals, δF − δFmod, and the bottom panel the synthetic sheet current
densities (green) and the model estimate (blue) as a function of QD latitude. The model
estimates are found with α2 = 7 · 10−16 nT2

A . The very low model residuals for both the sheet
current densities (< 0.5 A/km ∼ 0.13% of the signal strength) and the magnetic field residuals
(< 10−4 nT) illustrates how the sheet current densities and magnetic field residuals can be
estimated to a very high degree of accuracy.

7.2 Applying LCM to Swarm Alpha orbit no 3334
Applying the method to satellite observations is however different, as already shown for the
1D SECS case. Dealing with even slightly noisy data requires more strict regularization and
increases the need for choosing the correct regularization method. Initial least squares results
revealed a need for a more detailed investigation of regularization methods. We have therefore
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conducted a test on a set of different regularization methods. The goodness of regularization
is evaluated through a comparison of model parameters and model fit to expectations of data
misfit and distribution of model parameters.

It is impossible to find a probability density function, perfectly suitable with the model parame-
ter and misfit distribution. We do, however, aim at a distribution, not excluding any important
physics, and thereby important structure of the model parameters. We therefore evaluate the
distribution against a set of pre-defined requirements:

1. Absent or weak sheet current densities outside the polar regions (QD latitudes < ±50◦).
We assume that all contributions, except the auroral electrojet system and polar cap
currents have been removed in the preproccesising (see Section 3.2 on page 32), and do
therefore not expect any currents outside this region.

2. High autocorrelation - not wildly fluctuating sheet current densities. Theory [e.g. Baumjo-
hann and Treumann, 2012; Weimer, 2001] states the auroral electrojet system, basically
as two currents, a westward and an eastward electrojet (see Section 2.3 on page 13). We
therefore expect a smooth current system, with one major peak in the morning sector
and one in the afternoon sector.

Figure 7.2 shows the model parameters (sheet current densities) as a function of QD latitude
for Swarm Alpha orbit no. 3334 on the 28th of June 2014 13:42 to 14:08 UT corresponding
to a magnetic local time of 19:26 at 60◦ QD latitude, estimated by application of a series
of different regularization methods. Orbit 3334 presents a moderately disturbed period with
Kp = 4−. Each plot gives the sheet current density, with a positive current from midnight to
noon (sunward). Estimates from the presented regularization method and previous panels are
given in red and grey accordingly. Short names for each regularization method are printed in
the parenthesis. Figure 7.2(a) gives the unregularized least squares solution (LS), (b) zeroth
order Tikhonov solution (Tikhonov), (c) zeroth-order Tikhonov solution with a Huber weighted
data misfit measure (Tikhonov + Huber) and (d) higher-order Tikhonov regularization with
a Huber weighted data misfit measure considering finite along-track differences of the model
parameters (1st order Tikhonov + Huber). (e) gives the truncated SVD solution (TSVD), (f)
Maximum entropy solution (Maxent + Huber), and (g) L1 model norm minimization of the
second order along-track differences of model parameters and a Huber-weighted data misfit
measure on data (L1 norm of 2nd order Tikhonov + Huber). The comparably large changes
in the least squares solution (a), has resulted in an exclusion of this solution from (c) and
onwards. Variance ratios (Equation 5.20 on page 59) for all model fits with observations of the
magnetic field residuals is given in Table 7.1, and a detailed description on all regularization
methods are provided in Section 5.2 on page 52.

Figure 7.2 (a) (b) (c) (d) (e) (f) (g)
Variance ratio 0.40 7.05 13.8 13.8 6.05 12.7 6.46 ×10−6

Table 7.1: Information about the tested orbits, presented in Figure 7.2.
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(a) Least Squares
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(b) Tikhonov
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(c) Tikhonov + Huber
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(d) 1st order Tikhonov + Huber

45° 60° 75° 90° 75° 60° 45°

QD latitude

-800

-600

-400

-200

0

200

400

600

J 
[A

/k
m

]

(e) TSVD
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(f) Maxent + Huber
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(g) L1 norm of 2nd order Tikhonov + Huber

Figure 7.2: Sheet current density along orbit 3334 on the 28th of June 2014 from 13:42 to
14:08 UT, with a corresponding MLT at 60◦ QD latitude of approximately 19:30, from
seven different regularization methods as a function of QD latitude with a positive current
in the sunward direction. Each plot contains estimates from previous panels in grey (with
exeption of least squares solution from (c) and onwards), and estimates from the present
regularization method in red.
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Simple least squares (LS)

The simplest solution to the inverse problem is the non-regularized least squares solution
(Equation 5.7),

mLS = (GTG)−1GTdobs.

The highly fluctuating model parameters (J) given in Figure 7.2(a) clearly shows the need
for regularization. Although the data fits to a very high degree of accuracy (variance ratio
between the variance of observations and variance of data misfit of 4.00 · 10−7), large non-
physical fluctuations in model parameters report a clear overfitting of data. We therefore
conclude a need for regularization.

Zeroth-order Tikhonov solution (Tikhonov)

The amplitudes of the model parameters can be controlled through the regularization parame-
ter, α2, by applying a zeroth-order Tikhonov regularization, minimizing the sums of squares of
the line current strength, and thereby restricting the structure of the model parameters. The
solution of the inverse problem is found from Equation 5.8,

mT ik = (GTG+ α2I)−1GTdobs.

The results given in Figure 7.2(b), presented with α2 = 3.6 · 10−27 nT2

A , show a clear im-
provement in structure of the model parameters, with solutions very close to the predefined
requirements given in the enumeration on page 81. The improvement is furthermore found
with only little decrease in variance ratio (7.05 · 10−6) compared to the least squares solution.
The role and estimation of the regularization parameter, α2, is discussed in Section 7.3. We
find unwanted non-zero currents outside the polar region (approximately ±30◦ from the pole
despite the in general physically acceptable sheet current densities).

Zeroth-order Tikhonov solution with a Huber weighted data misfit measure
(Tikhonov + Huber)

The Swarm satellites provides smooth data with very few outliers. The presence of outliers,
though, could be responsible for the small scale oscillations in the non-polar regions, present
in the Tikhonov solution. We therefore implement a Huber weighted data misfit measure.
Applying Huber weights, deals with non-Gaussian noise for least squares problems, and thereby
a non-Gaussian distribution of the data misfit. The IRLS routine is added alongside the
zeroth-order Tikhonov regularization, with the model parameter vector at (i+1)’th iteration
determined by Equation 5.10,

mT ik,W d

i+1 = (GTW d
iG+ α2I)−1GTW d

id
obs.

The iterative process is run with 50 iteration, more than adequate for conversion for all tested
orbits. Figure 7.2(c) shows the resultant current density distribution. The solution is almost
identical (VR = 1.38 · 10−5) to the zeroth-order Tikhonov solution given in (b). This indicates
that outliers, as already expected, is not a key issue, dealing with Swarm data. The solution
is found with the same α2 (3.6 · 10−27). The assumed data error, σ, (used in the iterative
process) is estimated from the Tikhonov solution model misfit, which also acts as the first
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iteration of IRLS. A reasonable estimation of σ is of rather large importance in model fit.
An initial choice too large, resulted in this case (not shown), in large enhancements of the
non-physical oscillations outside the polar region, indicating, as expected that these are results
of the inversion and not physical currents.

As an attempt to more directly control autocorrelation in the model parameter vector, we
switch from a zeroth-order to a higher-order Tikhonov regularization - entailing a minimization
of the first order differences, and thereby ensuring interdependence between neighbouring line
currents (Equation 5.10, including D1, controlling the first order differences)

mT ik,W d,D1
i+1 = (GTW d

iG+ α2DT
1D1)−1GTW d

id
obs.

The solution is given in Figure 7.2(d). Implementation of D1 does, however, not have the
desired effect on the small scale oscillations in the non-polar regions.

α2 has so far been kept constant for the sake of comparison. A different choice in α2 could
be beneficial when introducing the minimization of first order differences. This has not been
tested in detail, but preliminary investigations showed no significant improvements.

Truncated SVD solution (TSVD)

Since the previous improvements on the least squares solution did not meet all the predefined
requirements, we tried with an alternative regularization approach, equal to the one presented
for the 1D SECS method, namely the TSVD solution. The solution is found from Equation 5.15

mTSVD = XΛ−1UTdobs.

The results presented in Figure 7.2(e) are found using a truncation value of ε = 4 · 10−3.
Even though a non-truncated solution (not shown) shows improvements compared to the
least squares solution, no significant improvement is found in the TSVD solution compared
to the regularized LS solution. The resultant sheet current density profile shows increased
unwanted small scale variations, which makes the solution unfit, despite an increased model
fit (VR = 6.05 · 10−6).

Maximum entropy solution (Maxent+Huber)

The previous regularization methods show how the observations can be re-estimated to a high
degree of accuracy with variance ratios of the order of 10−5. We do, however, find non-physical
oscillations in the non-polar region which can only be damped satisfactory at the expense of
damping the peak of the sheet current density profile, and thus decreasing the model fit to
observations. We thus implement a maximum entropy solution which should minimize the small
scale oscillation, while still allowing the large main peak. The balance in this regularization
method is to find a solution that satisfies our demand of small or no oscillations near the
boundary while keeping the main peak large enough. If α2 is too high, it is not possible to fit
the main peak, and if it is not high enough, we do not get rid of the unwanted oscillations.
The solution is found from Equation 5.16,

mMaxent
i+1 = (2 ·GTW d

iG+ α2QA
i )−1 ·

(
2 ·GTW d

id
obs + α2(QA

i mi)− 4ωsα2QB
i

)
.
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Applying the maximum entropy regularization removes a large part of the small scale oscillations
(Figure 7.2(f)), and in some ways it fulfils our predefined requirements for the model fit and
distribution of model parameters. Presented with α2 = 1.44 ·10−26 and ω = 2 ·1012, we find a
model fit with a variance ratio of 1.28 ·10−5. It does on the other hand also introduce a second
regularization parameter, ω, and with that a sharp boundary between optimized model fit and
a highly unstable solution, different for each specific orbit. This adapts very poorly with the
desired automatic implementation, and we therefore searched for a more stable regularization
approach, with the same effect.

L1 model norm minimization of the second order along-track differences of model
parameters and a Huber weighted data misfit measure on data (L1 norm)

Based on the possibilities of minimizing the small scale oscillations with the maximum entropy
solution, we adopted a different approach to choose the regularization method. Basically,
we want a distribution of model parameters which is mostly zero, narrow (allowing only few
values close to zero - minimizing small scale oscillations) and has a long tail (allowing few
values far from zero - large peak sizes). Minimizing the L2 norm of the model parameters,
as in the zeroth- or higher-order Tikhonov regularizations assumes a Gaussian distribution of
model parameters. Solutions with model parameter distributions closer to Gaussian are there-
fore preferred. The Gaussian distribution does, however, not fit within the previously stated
desired characteristics for the model parameter distribution. A more correct choice would be
the Laplace distribution, which can be implemented through an L1 minimization of the model
parameters.

Minimizing the first order differences of the model parameters introduces autocorrelation.
Any slopes will, however, still contribute to the norm - favouring solutions where slopes are
minimized. This is an undesired feature, since we aim at a solution with sharp boundaries
between zero and peak. By minimizing the second order differences of the model parameters
instead, we allow solutions with sharp peaks. The solution, including minimization of the
second order differences of the L1 norm of model parameters is found from Equation 5.13,

m = (GTW dG+ α2DT
2W

mD2)−1GTW ddobs.

Figure 7.2(g) shows the resultant sheet current density profile, found with α2 = 6.4 · 10−15.
Introducing the regularization on model parameters, changes the ratio between the data and
model regularization term in Equation 5.13, and we therefore need to adjust α2 accordingly.
Changes in model parameter distribution allows us to increase the dampening (α2 increased
from 3.6 · 10−27 with L2 to 6.4 · 10−15 with L1) of the small scale oscillations while keeping
the main peak and a variance ratio (6.46 · 10−6) closer to the least squares solution.

Choosing the best regularization method
Most of the presented regularization approaches return data fits, describing almost all of the
variance in the measurements (see Table 7.1). The low variance ratios are supported by
residuals of less than 1 nT (not shown), corresponding to approximately 0.5% of the signal
strength. We argue, however, still to apply the more complicated L1 model regularization
including a Huber weighted data misfit measure based on three arguments:
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Figure 7.3: (a) Distribution of data residuals from orbit 6248 on the 4th of January 2015 and
(b) the distribution of model parameters for orbit 3334 on the 28th of June 2014.

1. Non-Gaussian distribution of data residuals. Figure 7.3(a) shows the distribution of the
data residuals for orbit 6248 on the 4th of January 2015, estimated from the Tikhonov reg-
ularization approach. The distribution clearly differs from Gaussian, arguing the need for
implementation of the Huber weighted data misfit measures, dealing with non-Gaussian
errors (outliers).

2. Non-Gaussian model parameter distribution. Figure 7.3(b) shows the distribution of the
model parameters for orbit 3334 on the 28th of June 2014, estimated by minimization of
the L1 norm of the second order differences of the model parameters including a Huber
weighted data misfit measure. The distribution reveals an equally clear deviation from
a Gaussian distribution. Minimizing the L2 norm of the model parameters is therefore
not an adequate assumption. The distribution is more consistent to implementation of
an L1 regularization scheme.

3. Non-Gaussian model parameter distribution. Figure 7.3(b) shows the distribution of the
model parameters for orbit 3334 on the 28th of June 2014, estimated by minimization of
the L1 norm of the second order differences of the model parameters including a Huber
weighted data misfit measure. The distribution reveals an equally clear deviation from
a Gaussian distribution. Minimizing the L2 norm of the model parameters is therefore
not an adequate assumption. The distribution is more consistent to implementation of
an L1 regularization scheme.

4. Increased regularization does not contribute significantly to the processing time.

The arguments are supported by a generally better description using the L1 norm solution, with
a mean variance ratio of 120 · 10−6 compared to the L2 norm solution with a mean variance
ratio of 400 · 10−6. The mean variance ratio is found considering the mean variance ratios
of 1000 Swarm Alpha orbits (orbit nos. 6142 to 7142) between the 28th of December 2014
and the 3rd of March 2015. The low mean variance ratio furthermore shows that a good data
fit is found, not only for the specific above presented orbit, but for all tested orbits, at least
on average. All variance ratios are found less than 820 · 10−6 for the L1 norm solution and
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Figure 7.4: As Figure 7.1, but applied to Swarm Alpha orbit 3334 on the 28th of June 2014
13:42 to 14:08 UT. A positive current is in the direction from midnight to noon.

2000 · 10−6 for the L2 norm solution. Thus, the method works very well even for the worst
data fit. The largest variance ratios are mainly found for quiet orbits, where small errors results
in a large increase in the signal to noise ratio.

Minimization of the L1 norm of the model parameters will, in conclusion despite the good
modelling results of the L2 norm solution, provide the most reliable estimation of the model
parameters, along with slightly lower variance ratios. The L1 norm solution is therefore pre-
ferred. All results from here-on are presented using the minimization of the L1 model norm of
the second order differences of model parameters and a Huber-weighted data misfit measure,
with the solution given by Equation 5.13. Figure 7.4 shows the results applying the preferred
L1 norm regularization method equal to the one presented in Aakjær et al. [2016] for Swarm
Alpha orbit 3334 on the 28th of June 2014 (corresponding to results presented in Figure 7.2).
The sheet current densities are presented with a positive current towards the sun. Observa-
tions are presented in green and the model fit of the magnetic field signature δF in black (top
panel), corresponding model residuals in the middle panel, and the sheet current density, J ,
in the bottom panel; all as a function of QD latitude.
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Figure 7.5: Normalized L-curve for six individual Swarm Alpha orbits: 200 (orange), 2000
(yellow), 3334 (dark blue), 6248 (light green), 6493 (light blue) and 8000 (purple), cho-
sen to represent both disturbed and quiet times. Information about the orbits are given
in Table 7.2. The L-curve compares individually normalized norm of the model param-
eters with data misfit and α2 for six individual orbits, with α2 logarithmically spaced in
[10−16 10−12]nT · A−2. From Aakjær et al. [2016].

7.3 Estimating the regularization parameter and sensitivity to
small scale variations

L1 model norm minimization of the second order along track differences of model parameters
requires specification of a regularization parameter, α2 and ε. ε ensures a non-singular solution
at jk = 0 in the Ekblom measure. This is insensitive to orbit specific measures, and set to 0.1.
Correct estimation of α2, however, plays a central role in regularized inverse problems, with
effects already shown for the 1D SECS method in Sections 6.2 and 6.4. The choice of α2 is
therefore very important, also for the line current method. α2 can be estimated as described
in Section 5.2 from an L-curve, showing the individually normalized norm of model parameters
as a function of data misfit and α2. The L-curve, equally presented in Aakjær et al. [2016]
for six individual Swarm Alpha orbit nos. 200 (orange), 2000 (yellow), 3334 (dark blue), 6248
(light green), 6493 (light blue) and 8000 (purple), are given in Figure 7.5 representing both
disturbed and quiet times. α2 is logarithmically spaced in [10−16 10−12] nT2

A , and information
about crossing times and Kp level is given in Table 7.2. Five values of α2 are highlighted as
coloured circles to show the effect of changes in α2 on the complexity of the model parame-
ters: α2

1 = 1.8 · 10−16 nT2

A (black), α2
2 = 5.4 · 10−16 nT2

A (green), α2
3 = 1.2 · 10−15 nT2

A (red),
α2

4 = 6.3 · 10−15 nT2

A (purple) and α2
5 = 6.0 · 10−14 nT2

A (blue).

The optimal choice in α2 is found as the corner value of orbit 6493 (light blue), α2
3 =

1.2 · 10−15 nT2

A (marked by the red circle). This value provides a good balance between the
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Figure 7.6: Peaksize as a function of α for orbit 6248 on the 4th of January 2015. Five
different α2 values are highlighted for easier comparison with Figure 7.5.

model misfit and complexity. Visual inspection of the data fit and current profile, however,
reveals remaining unwanted small scale oscillations outside the polar region. We therefore
increased the damping slightly to obtain the final choice of α2 = 6.4 ·10−15 nT2

A , corresponding
approximately to the purple value (α2

4 = 6.3 · 10−15 nT2

A ).

Our aim with the regularization is minimization of the non-physical complexity of model param-
eters without compromising the peak value and thereby the estimate of the western and eastern
electrojet strength. We have therefore compared the L-curve with an analysis of the amplitude
of the maximum and minimum peak with changing α2. The amplitude of the minimum (blue)
and maximum (red) peak, is given in Figure 7.6 for orbit 6248 (light blue) as a function of
α2 with five highlighted values, corresponding to the highlighted circles of Figure 7.5. The
maximum peak corresponds to the amplitude of the eastward electrojet, and the minimum
peak to the amplitude of the westward electrojet. The decrease in amplitude is especially rapid
for the amplitude of the WAEJ in the low α2 region, where large non-physical oscillations (as
seen in the unregularized least squares solution of Figure 7.2 (a)) are damped by the increasing
α2 value (α2

3 = 1.2 · 10−15 nT2

A ) and onwards. This decrease is slowed considerately for larger
damping, with only little change in amplitude between α2

3 and α2
4. We therefore conclude that

an increase in α2 from α2
3 to α2

4 to avoid the small scale oscillations can be done without or
with only little loss in physical signal.

It is important to note that the choice in α2 will not only depend on regularization norm but
also number of observations, since changing the size of G also affects the weight between the
two terms in the parenthesis of Equation 5.13 and thereby the choice in α2. We therefore
need to be aware that orbits containing large data gaps might be over-damped by the common
choice in α2. Applied to Swarm data, this is, however, not of great concern.
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Figure 7.7: Sheet current densities for the 6th of November 2001 estimated with two different
regularization parameters.

Individual adjustment of regularization parameters with visual interpretation of model misfit is
not possible when applied in an automated algorithm. We therefore need a robust method,
working for all (or almost all) orbits with a minimum of adjustments. Based on an almost
constant placement of α2

3 (red circle) presented in Figure 7.5, we conclude that the model
is insensitive orbit specific variations such as disturbance level and that a common choice in
α2 is possible. All investigations in regularization parameter has been performed on Swarm
data. Adjustment for application to CHAMP data might be needed. Figure 7.7 shows an
example for the 6th of November 2001 with the same regularization parameter of Swarm data
and with a slightly increased damping (α2 = 1.69 · 10−14). This test concludes that further
investigation in the regularization parameter. The sensitivity of small variations in input data is
further explored by an inter-satellite comparison of 1000 orbits from Swarm Alpha and Charlie,
ranging from orbit no. 3000-4000 over a period between the 6th of June 2014 18:41 UT and
the 11th of August 2014 00:47 UT. The comparison exposed that Charlie is able to describe
97% of the variance from Alpha. The low variance ratio supports the conclusion based on the
regularization parameter analysis, of insensitivity towards small changes in input data, indicat-
ing a robust minimum for the inverse, and thereby a robust estimate of the model parameters.

Date Orbit Kp time range MLT
05.12.2013 200 1− 15:14-15:40 14:32
02.04.2014 2000 1+ 12:26-12:52 14:50
28.06.2014 3334 3− 13:42-14:08 19:26
04.01.2015 6248 4− 13:37-14:03 14:26
20.01.2015 6493 0+ 12:38-13:04 12:59
28.04.2015 8000 1− 15:23-15:49 16:36

Table 7.2: Orbit information for the orbits used in Figure 7.5.
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Figure 7.8: Sheet current densities as a function of QD latitude, estimated with (black) and
without (blue) the magnetospheric correction applied for orbit 6248 on the 4th of January
2015 from 13:37 to 14:03 UT.

The time resolution of the CHAOS magnetospheric model is given by that of the hourly mean
values of the RC index used to parametrize the ring current. The real currents may, however,
change faster. We therefore need to be aware that the applied magnetospheric correction may
be imperfect. In order to further investigate the effect of signatures from non-ionospheric
origin, we have carried out tests of our modelling scheme with and without the magnetosphere
correction applied. This tells us how possible non-removed magnetospheric signatures might
map into the estimated sheet current density. Figure 7.8 shows the result for the moderately
disturbed (Kp = 4+) Swarm Alpha orbit 6248 on the 4th of January 2015. The black curve
shows the results with magnetospheric correction applied, and the blue curve, without. We
find that applying the correction does not affect the position or width of the inferred auroral
electrojet currents. The model differs primarily in a long wavelength trend, consistent with the
finding of Stolle et al. [2016]. We furthermore find that the non-corrected current distribution
has non-zero sheet current densities in the low latitude regions, where no currents are expected.
This is not the case when the magnetospheric correction is applied. Despite the possibility
of an imperfect correction, we conclude that the method is capable of dealing with small
contaminations of non-ionospheric sources.

7.4 Applying rotation of the line currents along constant QD
latitude

The previous results have been presented with the assumption of line currents being perpendic-
ular to the satellite track. To avoid a systematic underestimation of the line current strengths,
we now apply the rotation along constant magnetic latitude, described in Equation 4.12 on
page 38. This changes the direction of a positive current, such that positive indicates an
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Figure 7.9: As figure 7.4, with (blue) and without (black) rotation applied for Swarm Alpha
orbit 3334 on the 28th of June 2014.

eastward current, and negative, a westward current. Figure 7.9 shows an example with (blue)
and without (black) the rotation for orbit 3334 on the 28th of June 2014, corresponding to
the results presented in Figure 7.4 on page 87. The change in sign for the rotated currents is
suppressed in Figure 7.9 to enable better comparison with the non-rotated currents.

The model fit, described by the top two panels, shows no real changes in sheet current densi-
ties (bottom panel) outside the polar region, and only small differences in the polar cap misfit
(middle panel), undetectable in the model fit (top panel). Larger changes are, however, found
in the auroral oval region (60◦ to 75◦) of the sheet current densities. The rotated currents
are, as expected, found stronger in the polar regions, especially the WAEJ peak in the morning
sector is affected. The effect of the rotation will be different for each orbit, and determined
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Figure 7.10: Sheet current densities with (black) and without (blue) ATG function applied
for orbit 6450 on the 17th of January 2015.

by the satellite track in a QD coordinate system. The rotation also brings along instabilities
in the polar cap region, presented by the non-physical spikes in sheet current densities around
±80◦, consistent with the prediction of largest effects in the polar cap region. The instability
is limited by the truncation of rotation, presented in Section 4.1. Inclusion of the rotation
is, despite the instabilities in the polar cap region, preferred due to a physically more correct
geometry of the currents in the auroral oval.

Despite the evidence that an imperfect magnetospheric correction does not alter the posi-
tion and strength of the auroral electrojets, we have applied the along track first differences,
approximating the along track gradient (ATG), of the magnetic input data to remove any
remaining long term magnetospheric contamination. The result of the sheet current density
with (black) and without (blue) the ATG applied is given in Figure 7.10 for orbit 6450 on the
17th of January 2015. Expectably, no significant changes are found to the peak position and
strength. Changes are mainly found in lower latitude regions between 45◦ and 60◦ QD latitude,
seen as minor smoothing of small scale oscillation outside the polar region. A series of tests,
shows that changes due to application of ATG are mostly present during low activity periods,
while highly disturbed orbits disguises the possible effect of the magnetospheric contamination.

As a final indication of the robustness of the method, we applied the method to all 10 years
of CHAMP data along with 2 years of data from Swarm Alpha and Bravo for both the North-
ern and Southern Hemisphere. From these 148004 pole crossings, 189 (∼ 0.13%) unstable
orbits (99 on the Northern Hemisphere and 90 on the Southern Hemisphere) are identified
as orbits with physically unrealistic peak values (> 104 A/km). The high performance ratio
(99.87%) is concluded satisfactory for automatic implementation. The unstable orbits are all
CHAMP orbits, which reveals a high possibility of an underestimated regularization parameter
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Figure 7.11: Sheet current densities, with (black) and without (blue) induced currents for
orbit 6450 on the 17th of January 2015.

for CHAMP data. However, further investigations into the specific orbits is needed to provide
a satisfactory reason for the instability.

Effect of induced currents

The effect of secondary Earth-induced currents have until now been ignored. Induced currents
are implemented by placing a secondary layer of line currents at a depth of 250 km, as described
in Section 4.1. Induced currents are of lesser importance at satellite altitude, due to the large
distance to the currents, and we do therefore not expect large effects of the implementation
of these in the model.

Figure 7.11 shows the sheet current density as a function of QD latitude with (black) and
without (blue) including induced currents when applied to orbit 6450 on the 17th of January
2015 (Kp of 0+). The figure shows how implementation of induced currents increases the
instability in the inversion, shown by the undesired trend for non-polar regions. We have
therefore decided not to include induced currents in further applications of the method. The
effect of not inluding induced currents will be an underestimation of the ionospheric currents,
also seen in the figure.

7.5 Inter model comparison and discussion on their differences
Chapter 6 and the first sections of the present chapter presents two very different methods
for determining the auroral electrojet system. One represents the complicated, more physically
correct set-up (1D SECS), and the other a simple, yet robust estimate (LCM). We will now
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compare the two methods to reveal the strengths and weaknesses of them both.

The 1D SECS method provides, for the 40% days without strong 2D effects, an accurate
description of the auroral electrojet system. The associated FACs were, however, somewhat
flawed from an incorrect determination of adjustable parameters (dmod, dobs, dδ, εc, εd, α2

c and
α2
d described in Chapter 6). For the remaining 60% of the days, we were not able to obtain an

acceptable model fit, and the method can therefore not be applied. With the large amount of
inter-dependent adjustable parameters and unresolved 2D effects, we were unfortunately not
able to obtain robust implementation of the method.

The LCM on the other hand provides a robust method for estimating the equivalent current
system with a very high degree of data fit. If the two methods were to be compared on the
performance level alone (measured on the percentage of working orbits and variance ratio of
model fit), the choice would be very clear. The line current method further exploits the advan-
tage of using the scalar field residuals as input which are less contaminated by other sources
(such as FACs) compared to the full vector observations. Since FACs, at satellite altitude,
are order of magnitudes larger (in situ measurements) than the signal of the auroral electrojet
system, even small contaminations can produce large deviations. The LCM does, however, not
provide a direct measure of the FACs.

All in all, the choice came down to the desired automatic estimation of the auroral electrojet
system, and the possibility of providing a very large dataset (CHAMP and Swarm orbits) for
statistical interpretation of the auroral electrojet system. We have therefore decided to proceed
with the line current model.

Comparing the line current model with other estimates of the auroral
electrojet system
Even though we do not choose the 1D SECS method as our preferred model for this study, it
provides a valuable reference frame to which the line current model can be compared against.
To ensure that possible discrepancies are not due to our implementation of the method, we
compare with results provided by Liisa Juusola [Juusola, 2016]. The orbits are chosen to enable
comparison with the 2D SECS method from IMAGE1 ground observations. The results of the
LCM are furthermore compared with the intensity model (IM) presented by Vennerstrom and
Moretto [2013], briefly explained in Chapter 1. Results of the IM is provided by Ashley Smith
[Smith, 2017]. The IM is only compared on position since their peak intensity measurements
are not directly comparable.

Figure 7.12 and 7.13 shows the auroral sheet current densities estimated by the divergence-
free part of the 1D SECS method (a), LCM (b) and the 2D SECS method (c) for two Swarm
Alpha orbits. The two orbits, represent a western electrojet crossing on the 1st of January
2015 (orbit 6194) at 01:10 to 01:36 UT (Figure 7.12) and an eastern electrojet crossing on
the 4th of January 2015 (orbit 6248) at 13:37 to 14:03 UT (Figure 7.13). Both crossings were
during active magnetic conditions, with Kp values of 2+ and 4−, accordingly. Figure 7.12(a)

1IMAGE is an array of 35 magnetometer stations with the prime objective to study moving two-dimensional
current systems such as the auroral electrojet system IMAGE [2017]
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Figure 7.12: Auroral sheet current densities for a western electrojet crossing, estimated by
(a) 1D SECS method. The plot is provided by Liisa Juusola [Juusola, 2016], (b) LCM and
(c) 2D SECS method, also provided by Liisa Juusola [Juusola, 2016] for the 1st of January
2015 from 01:10 to 01:36 UT (orbit 6194). The polar crossing was during relatively quiet
conditions with a Kp value of 2+. The green line in (a) marks the 1D SECS solution, the
red, the estimated 2D SECS solution along the satellite track, and the black, the magnetic
field residuals. (b) is found using a minimization of the second order difference of the L1
norm including a Huber weighted data misfit measure. The last figure (c) gives the full 2D
SECS solution with the satellite track of A and C marked by the black lines, and the sheet
current density given in colour. Red marks an eastern current, and blue, a western current,
and black arrows the strength and direction of the sheet currents. A reference arrow is
printed in the bottom left corner of the figure, and squares marks magnetometer stations.
Estimates given in (a) and (b) are based on Swarm A observations of the magnetic residual
field.



7.5. Inter model comparison and discussion on their differences 97

Date Position Strength
1D 2D LCM IM 1D 2D LCM

01.01.2015 69◦ 69◦ 69◦ 69◦ -65 A/km -55 A/km -77 A/km
04.01.2015 68◦ 69◦ 68◦ 67◦ 385 A/km 215 A/km 223 A/km
06.11.2001 68◦ 67◦ 66◦ 65◦ -3350 A/km -2931 A/km -2090 A/km
24.01.2015 76◦ 76◦ 75◦ 70◦ 219 A/km 83 A/km 106 A/km

Table 7.3: Position (QD latitude) and strengths of the eastward and westward electrojet
estimated from the 1D SECS, 2D SECS, LCM and IM method (position only) for 4 different
orbits.

gives the 1D SECS solution as the divergence-free part of the solution Jdf described by Equa-
tion 4.25 in green, and the 2D SECS solution from IMAGE ground observations along the
satellite track in red. The magnetic field residuals are given as reference in black. (c) gives
the full 2D SECS estimation of the sheet current densities from ground observations in colour,
with the satellite track of Alpha and Charlie marked by the black lines. Estimates based on
the intensity model are given in Appendix D, Figure D.1 and D.2. Estimates of peak position
and strength for the three methods are provided in Table 7.3 along with estimates for two
additional orbits (Appendix D, Figure D.3-D.6). All positions have been converted to QD
latitude for ease of comparison. The two additional orbits present a westward and eastward
pole crossing with orbit nos. 7383 (CHAMP) and 6254 (Swarm Alpha) on the 6th of Novem-
ber 2001 04:47 to 05:13 and the 24th of January 2015 11:48 to 13:22 UT. The regularization
parameter α2 has been slightly increased for the CHAMP crossing to α2 = 1.69 · 10−14 nT2

A
Peak values and positions of the 1D and 2D SECS methods are estimated from the figure alone.

The position of the eastern and western electrojet is found to agree within two degrees QD
latitude. A two degree separation is within the expected error of margin due to the quite
large model spacing (2◦) of the 1D SECS method. The peak sheet current densities show
larger inter-model discrepancies. The largest differences between the LCM and the two SECS
estimates are found with the satellite based 1D SECS estimate from the 24th of January 2015,
where a discrepancy of more than 100% of the LCM signal strength is found. The ground based
2D SECS estimates are in general found in better agreement, with differences between 28.6%
(01.01.2015 and 06.11.2001) and 3.5% (04.01.2015) of the signal strength. In conclusion we
find that the LCM estimates from the four tested orbits are not in disagreement with the results
of peak position and strength estimated by the three other methods.

Summary of the LCM application to satellite magnetic data
The line current model has proven to provide a robust measure of the auroral electrojet sys-
tem, both in terms of choice in regularization parameter and handling of possible data noise,
important for automatic implementations. A simple test on CHAMP data revealed, however,
the need for further investigations on regularization parameter. Through a test of a series of
regularization methods, we have argued the need for implementing a rather complex regular-
ization method (Minimization of an L1 model norm of the second order differences of model
parameters along with a Huber-weighted data misfit measure), along with along track gradient
as input data. We have shown, how the LCM provides data fits for 1000 orbits with very high
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Figure 7.13: As Figure 7.12, for an eastern electrojet crossing on the 4th of January 2015
(orbit 6247) from 13:37 to 14:03 UT. The polar crossing was during moderately disturbed
magnetic activity with a Kp value of 4−.
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accuracy (mean variance ratio of 120 ·10−6), indicating a reliable estimate of the sheet current
densities. Comparison with results of the 1D and 2D SECS method, furthermore revealed that
the estimates of peak position and strength is not in disagreement with other model results.
Based on the very high variance and performance ratios (99.87% of the LCM) and the desire
of automatic implementation, we prefer to continue our investigations with the LCM over the
1D SECS method.





Chapter 8

Statistical analyses of the auroral electrojet
system estimated from satellite observations

Statistical investigations provide a powerful tool for general investigations of the currents [e.g.
Friis-Christensen et al., 1985b; Weimer, 2001; Vennerstrom and Moretto, 2013; Weimer, 2013;
Laundal et al., 2016b]. Most of the geomagnetic activity is powered by energy input from the
solar wind. With the polar ionospheric region being where most of the solar wind energy is
dissipated, it is important to study and understand how the auroral electrojet system reacts
to various conditions of solar activity. The solar wind interaction with the magnetosphere
can at any given moment be described by a simple set of plasma parameters, concerning the
solar wind, such as it’s density, it’s velocity and it’s direction of the magnetic field. One well
established indicator for geomagnetic activity, is the Kp index, described in Section 2.6. The
following chapter show a few examples of possible applications to the sheet current density
dataset, determined by the LCM ATG model including rotation of the line current along
constant QD latitude, applying a minimization of an L1 norm of the second order differences
of model parameters along with a Huber-weighted data misfit measure regularization approach
(see Section 7.2 for further detail on the model).

8.1 Space-time development of auroral electrojets in a three
week period around Equinox

In Aakjær et al. [2016] we presented the temporal development of the current system around
the Saint Patrick’s day storm 2015 along with the same period for the preceding year, 2014,
measured by Swarm Alpha. This section reports a similar analysis based on an updated version
of the line current model. The results in the article are found without the application of ATG to
the input data and rotation of the line currents along constant QD contours. The specific pe-
riods were chosen, because they represent equinox conditions. At equinox, both hemispheres
are affected in the same way, with equal amount of sunlight and darkness, giving a period
optimal for interhemispherical comparisons. See Section 8.2 for further discussion about the
effect of sunlight on the ionospheric currents. Secondarily the periods are chosen to exemplify
how the current system acts during both geomagnetic disturbed and quiet times. Plotting the
individual orbits next to each other enables investigations of the space-time evolution of the
auroral electrojet system, which is not possible, when analysing individual orbits. Figure 8.1
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gives the sheet current density (colour) as a function of QD latitude and time for the three
week period from the 10th to 31st of March 2014. The example covers a change in MLT
by approximately 1.5 hour during the three week period. At QD latitude 60◦ it shifts from
approximately 20:30 to 19:00 on the evening side. The results are presented for the Southern
Hemisphere in the bottom panel, and for the Northern Hemisphere in the middle panel. Each
plot is divided into an evening sector (19.00 MLT to 20.30 MLT) and a morning sector (07.30
MLT to 09.00 MLT), to distinguish between the westward and eastward electrojet signal. The
sign of the current is, as previously stated, negative for a westward current, and positive for
an eastward current. The top panel shows the intensity level, represented by the AE and Kp
index for reference.

The inclination of the satellite orbits creates a gap around the pole, which in geographical
coordinates is of constant size since the satellite orbits are oriented after the geographical pole.
In QD latitudes, this gap will be of oscillating size, shown in the figure as a white gap around
90◦, not to be confused with a zero sheet current density. The resultant sheet current densities
reveal an electrojet system confined to the region of the auroral oval, approximately 70◦ to
80◦ QD latitude. The strength of the current system should therefore be evaluated within this
region.

The results within the polar cap should be treated with care, since the rotation of the line cur-
rents in this region may produce unrealisticly large currents. To avoid the largest instabilities
in the polar cap, we have truncated the rotation along constant QD latitude (grey area on
graph), where the angle between the QD latitude contours and the perpendicular line current
is larger than 60◦, cos δ > 0.5, (see Section 7.3 for further description). The currents south of
the auroral oval are as expected found very small, but not zero. The largest deviation from zero
is found during disturbed periods. As stated in the top panel, and by the estimated relatively
weak sheet current densities, the period presents quiet times, with Kp values below 4. There
is, however, found three moderately active periods around the 13th, 21st and between the 25th

and 28th of March 2014. The visual agreement between geomagnetic activity (Kp and AE)
values and the corresponding sheet current density strengths is in general good.

The space-time development provides a good measure for studying the development of the
intensity of the current system during a storm event (disturbed conditions). An example is
the period around the 13th of March, where we see a sudden intensification of the current,
corresponding with an increase in both AE and Kp index. The intensification is accompanied
by an equatorward expansion of the auroral oval, presented by a wider band of strong sheet
current densities. An event like this is consistent with the onset of a substorm, as described in
Section 2.4 [Akasofu, 1964; McPherron, 1991]. This shows, how figures like this, can be used
to estimate the identification and progress of storm events. The figure, furthermore, provides,
as previously stated, a basis for interhemispheric comparisons. We do not expect a perfect fit
between the sheet current densities due to the time difference of approximately 45 minutes
between the measurements at different hemispheres. The overall picture is, however, a very
good visual correlation between the two hemispheres - strong sheet current densities are found
at the same time in both hemispheres.
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Figure 8.1: Top panel: Kp and AE index for a three week period (8th to 31st of March)
around 2014 Equinox. AE is given in black on the left, and Kp in red (right). Middle
and bottom panel: space-time development of the sheet current densities (colour) shown
as a function of QD latitude and time for the Northern (middle) and Southern (bottom)
Hemisphere. Sheet current densities are estimated from Swarm Alpha measurements with
positive current towards east.
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Figure 8.2: Similar to Figure 8.1, for a three week period (8th to 31st of March) around the
Saint Patrick’s day storm (17th of March) at Equinox, 2015.
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An example of a much more disturbed period is given in Figure 8.2. The figure shows the
sheet current density (colour) as a function of QD latitude and time for the three week period
(10th to 31st of March 2015) around the Saint Patrick’s day storm on March 17th 2015 for
the Northern (middle panel) and Southern (bottom panel) Hemisphere. The Saint Patrick’s
day storm, which was the most severe storm of solar cycle 24, lasted for approximately 18
hours with Kp values as high as 8−. The first part of the period, leading up to the storm,
is relatively quiet with Kp < 4, and only little variation in the sheet current densities are found.

The onset of the Saint Patrick’s day storm is marked by a sudden increase in sheet current
densities on the 17th of March. The exact time is, however, difficult to determine due to
the arrival of a smaller coronal mass ejection (CME) prior to the main eruption, clouding the
observations in the times leading up to the storm. The intensification of the sheet current
densities are accompanied by an expansion of the auroral oval down to approximately 45◦N,
indicated by the southward movement of the high intensity region of the sheet current densities.
The very large southward expansion of the auroral oval is consistent with aurora observations
as far south as France. Higher sheet current densities in the period after the storm reveals how
the current system is affected long time after the storm has subsided, without (or only little)
southward expansion of the auroral oval seen during the storm.

Inter-hemispherical and AE correlation for a three week period in March 2015
The previous space-time presentation of the sheet current densities does not support a direct
comparison between the sheet current density strengths and the well established intensity
indicators, such as Kp and AE index. The total polar current, J tot, is therefore calculated to
enable correlation analysis

J tot = rI

∫ 50◦

−50◦
|J |dβ ≈ ∆β · rI

∑
k

|Jk|. (8.1)

β and J follow the same definitions as presented in Section 4.1. Figure 8.3 shows an exam-
ple of the space-time development of the total polar current (red) for the period presented
in Figure 8.2 (10th to 31st of March 2015) together with the corresponding mean AE index
(black) for the satellites polar crossing. J tot follows primarily the AE index closely. There are,
however periods around the 12th and 15th of March, where the satellite derived index is much
lower than the AE index. The AE index is derived across different magnetic local times, and
will always present the disturbance level of the most disturbed magnetic local time (often 1−4
MLT). The satellite derived index depend on the other hand on MLT, and present only the
disturbance level of the magnetic local times covered by the satellite tracks. Satellite orbits
going through ’quiet’ local times will therefore have a lower index value relative to the AE
index. The MLT dependence of the electrojet system is elaborated in Section 8.2.

The visual correlation of J tot and AE is supported by a squared coherence analysis in depen-
dence of frequency, f , and corresponding period, T = 1/f . The AE and total current in the
frequency domain (AE(f) and J tot(f)) is determined from a Fourier Transformation. These
are then used as input to estimate the coherence between the two datasets as a function of
T . The analysis, presented in Figure 8.4, is found considering 400 orbits (7200 to 7799) in
the period between 7th of March and 1st of April 2015. The coherence is found between the
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Figure 8.3: Time series of the total ionospheric current, J tot (left, red) and AE index (right,
black) for a period of 400 Swarm Alpha orbits (orbit number 7200 on the 7th of March to
orbit 7799 on the 1st of April) around the Saint Patrick’s day storm on the 17th of March
2015.

AE and the Northern (black) and Southern (red) Hemisphere as a function of, T . Coherence
for the Northern and Southern Hemispheres with AE are found very similar with a squared
coherence above 0.9 for periods longer than two days. We estimate that a squared coherence
above 0.9 supports the conclusion from the visually inspected high correlation between the
sheet current densities and the AE index found in Figure 8.2. The blue line in Figure 8.4 gives
the interhemispheric squared coherence, representing the correlation between the sheet current
densities in the two hemispheres. The coherence is in general a little higher compared to the
coherence with the AE index, indicating a clear connection between the currents in the two
hemispheres. A more detailed study of the general interhemispherical differences can be found
in Section 8.3.

Investigations of the longitudinal differences between Swarm Alpha and Bravo
The automatic implementation and robustness of the LCM invites for a new type of index
of auroral electrojet intensities. The already established AE index provides a good indicator
of geomagnetic activity. Longitudinal dependencies are removed when calculating the index.
Figure 8.3 and 8.4 shows how the total ionospheric current, J tot, from satellite measurements
are able to produce results very similar to the AE index, while maintaining the possibility to
investigate longitudinal dependence. This possibility is exploited through the unique constel-
lation of the Swarm satellites, by a direct comparison of simultaneous measurements of the
sheet current densities at different longitudes by comparing Swarm Alpha/Charlie with Bravo.
The top panel of Figure 8.5 shows the total polar current J tot found by Alpha and Bravo for
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Figure 8.4: Correlation between the total polar current and the AE index as a function of
period of the signal for 400 orbits (orbit number 7200 to 7799 on the 7th of March to
1st of April), corresponding to the time series, presented in Figure 8.3. The coherence
is presented between the AE index and the Northern Hemisphere in black, between the
AE index and the Southern Hemisphere in red, and between the Northern and Southern
Hemisphere in blue.

the three week period around the Saint Patrick’s day storm 2015 for the Northern Hemisphere
as a function of time. The middle panel is a replica of the middle panel of Figure 8.2, showing
the space-time development of the sheet current densities for Swarm Alpha as a function of
QD latitude and time. The bottom panel gives the space-time development of the differences
between the sheet current densities measured by Alpha and Bravo (Alpha - Bravo). A positive
difference indicates stronger sheet current densities measured by Alpha. A high visual correla-
tion between J tot from the two satellites (top plot) is supported by a correlation coefficient of
0.81. The high correlation between the satellites is expected, since the sheet current density
in general is high during disturbed conditions and lower during quiet conditions. We do, how-
ever, find some larger small scale differences, presented in the bottom panel. These indicate
a possible longitudinal or MLT dependence of the intensity of the auroral electrojet system,
not available by the AE index. The longitudinal equatorial separation was on the 17th of
March 2015 24.5◦, indicating that even smaller longitudinal length scales might be important
for ionospheric currents during high activity times. A comparison with the ionospheric sheet
current density space-time development presented in the middle plot reveals that the highest
differences are found during disturbed conditions. The differences are mainly positive inside
the auroral oval, consistent with a generally higher AE index during Alpha crossings, compared
to Bravo crossings (not shown in thesis). Furthermore, we find differences of comparable size
to the sheet current densities.

Investigations performed in the previous section adds to the conclusion of a robust measure,
able to provide both a more detailed presentation of the space-time development of the sheet
current densities and a simple intensity index, provided by the total current, J tot.
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Figure 8.5: Space-time development of the sheet current densities and their differences for
Swarm Alpha and Bravo on the Northern Hemisphere around the Saint Patrick’s day storm
(17th of March) for 300 orbits in the period from the 11th to the 31st of March 2015. Top
panel: Time series of the total polar current, J tot, for Swarm Alpha (red) and Charlie
(black). Middle and bottom panel: Sheet current densities (colour) as a function of QD
latitude and time for Swarm Alpha (middle panel) and difference between Swarm Alpha
and Bravo (bottom panel). A positive difference follows times with largest sheet current
densities estimated by Swarm Alpha.
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8.2 Geomagnetic and solar wind activity
This section uses estimates of the ionospheric sheet current densities to investigate how the
current system reacts on changes in intensity and direction of the IMF. The importance of solar
irradiation and tilt angle is investigated through statistical presentations of the sheet current
densities during the four seasons of the year.

Variation with geomagnetic activity monitored by the Kp index
Figure 8.6 shows the ionospheric sheet current densities presented as the robust mean in bins
of 1 h in MLT and 2◦ in QD latitude for various geomagnetic activity (Kp) levels along with
the corresponding robust estimate of the standard deviation (σ) for Swarm Alpha and Bravo in
2015. The results are presented for both the Northern (left) and Southern (right) Hemisphere.
The top row shows the results using data for all values of Kp, while for the other three rows,
the data have been divided according to Kp (Kp ≤ 1o, 1o < Kp ≤ 2o and Kp > 2o), with
approximately one third of the data in each bin.

Increased geomagnetic activity results in a clear westward electrojet (WEAJ) in the evening
sector, and an eastward electrojet (EAEJ) in the morning sector, corresponding to existing
statistical models of the auroral electrojet system [e.g. Friis-Christensen et al., 1985b; Untiedt
and Baumjohann, 1993]. The maximum of the WAEJ is found in the MLT region between
01 and 05, and the maximum of the EAEJ between 15 and 18 for both the Southern and
Northern Hemisphere, consistent with the findings of e.g. Juusola et al. [2009]; Vennerstrom
and Moretto [2013]. The strength of the electrojet currents are, as expected, highly correlated
with the Kp index. Growing strengths are found for increasing Kp along with an equatorward
motion of the location of maximum current strength, consistent with findings of e.g. Weimer
[2013]. An important observation is, how not only the strength, increases with Kp, but also
the scatter of the data for the individual bins, confirming an equatorward expanding auroral
oval during substorm activity. The movement is more profound the more disturbed the current
system is, aligning with the results presented in the figure. Since sample sizes are almost the
same in the different bins, we have a larger Kp range in the last bin. This will obviously result
in much larger natural variance in especially the strength, but also locality of the electrojet
system, presented by a larger variation in the last bin. Despite of this, we deduce that disturbed
conditions result in much more variety in place and strength, compared to the quiet conditions.
The data in the polar cap should be treated with care, since the rotation of the currents along
constant QD latitude may introduce current spikes, as described in Section 4.1. These will
affect the mean values. Although the influence is minimized by using a robust mean measure,
it cannot be expected to be fully removed.

Dependence on solar wind activity
Present knowledge of the auroral electrojet system explains how the shape of the system de-
pends on the relationship between the direction and strength of the y and z component of
the IMF in GSM coordinates (see further details in Section 2.3). As with the dependence
on Kp, the robust mean of the sheet current density is estimated within bins of 1 hour MLT
and 2 degree magnetic co-latitude. The results are presented in Figure 8.7 for the Southern
Hemisphere on the right and the Northern Hemisphere on the left.
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Figure 8.6: Sheet current densities (first and third column, left colourbar) and their respective
error estimates, σ (second and fourth column, right colourbar) binned in 1 hour MLT and
2◦ QD windows according to activity (Kp) level for the Northern (left) and Southern (right)
Hemisphere. The low-latitude boundary is at ±60◦. The top row presents mean values of
the sheet current densities from one year (2015) of Swarm Alpha observations, the second
row, including only data at times with Kp < 1o, the third row including data at times
with 1o < Kp < 2o, and the bottom row, mean values where Kp > 2o.
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Figure 8.7: As Figure 8.6, binned according to the y and z component of IMF in GSM
coordinates. The top row presents mean values of the sheet current densities with Bz > 0
and the bottom row, for Bz < 0. The first and second column presents the mean values
at times of By < 0, and the second and third at By > 0.

The results correlate well with the present understanding [e.g. Friis-Christensen et al., 1985b;
Weimer, 2001] of how the currents react to different states of the IMF. As an example, we find
significantly larger sheet current densities for a Southward IMF (i.e. negative Bz) compared
to a northward IMF (positive Bz) for both the Southern and Northern Hemisphere. The figure
also indicates a slight difference in intensity for positive and negative By, consistent with the
findings of Juusola et al. [2007]. This difference is slightly larger in the Southern Hemisphere,
indicating a stronger vulnerability in the symmetry with direction of By. The presence of a By
component of the IMF results in an asymmetry between the Northern and Southern Hemisphere
(see Section 2.3). This anticlockwise rotation on the Northern Hemisphere and clockwise on
the Southern Hemisphere presented as an example in Cowley et al. [1991]; Friis-Christensen
et al. [1985b] and Juusola et al. [2014], is however not clearly present in our data.

Dependence on season selection

The seasonal differences can, in the same way as the Kp and IMF dependence, be estimated
by dividing data from Swarm Alpha and Bravo, 2015, into the four seasons: spring, March to
May (September to November), summer, June to August, autumn, September to November,
(March to May) and winter, December to February on the Northern (Southern) Hemisphere.
The resulting robust mean sheet current density is presented in Figure 8.8 as a function of
magnetic co-latitude and MLT.
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Figure 8.8: As Figure 8.6, binned according to local seasons, Spring (top row), Summer
(second row), Autumn (third row) and Winter (bottom row).
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(a) March to May (b) June to August

(c) September to November (d) December to February

Figure 8.9: Histograms of Kp values divided into four seasons, March to May (a), June to
August (b), September to November (c) and December to February (d).

The first and third row of the figure show clear differences between the hemispheres, with
largest sheet current densities during southern spring and northern autumn. Some of the dif-
ference is attributed natural variability in the IMF conditions. Figure 8.9 therefore presents a
histogram of the Kp values for each 3 month period to estimate the effect of the IMF variability.
The figure reveals a higher mean intensity for the northern autumn and winter (September to
February), compared to summer and spring. This will cause a bias in the intensities measured
in this period, and fits well with the results of a relatively stronger sheet current density in
the northern autumn and southern spring. It is therefore difficult to say whether the found
differences are due to seasonal differences or differences in disturbance level of the solar wind.

Other studies of the seasonal differences report an increase in currents between a factor of 1.35
[Papitashvili et al., 2002] and 1.8 [Christiansen et al., 2002] between summer and winter in
the FACs. Consistent with the findings of Juusola [2009]; Fujii et al. [1981] and Vennerstrom
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and Moretto [2013], we estimate the dayside/nightside differences to be strongest in summer,
with only little difference during winter. The largest enhancements in eastward currents is
observed between 12 and 18 MLT. This day/night difference results in strongest currents on
the nightside during winter, and on the dayside during summer. The dayside enhancement is
found strongest in the Southern Hemisphere, which could be due to the increase in disturbance
levels during these months. The increase in disturbance levels is likely also the reason for the
slight increase in the westward flowing currents during winter in the morning sector, Northern
Hemisphere.

A study of the impact of sunlight on high-latitude equivalent currents [Laundal et al., 2016a,b]
shows a large difference between the sunlit and dark part of the ionosphere. The sunlit part
is found with high resemblance to the statistical two-cell opposite convection pattern [e.g.
Heppner and Maynard, 1987; Weimer, 2005], while the dark side is dominated by a strong
current cell in the dawn sector. This corresponds well with our findings in Figure 8.8. where
we clearly see a dawn-dominated current distribution during winter, which is not present during
summer. This feature is present for both hemispheres, but stronger for the Southern. The
interhemispherical difference could be due to natural variability, since only one year of data is
presented.

Since the sunlight seems to affect both the intensity and the distribution of currents, we argue
that the best period for examining interhemispheric differences is around equinox (spring and
autumn) since both hemispheres will be affected by the same amount of sunlight. From the
histograms of Kp (Figure 8.9), we would expect the southern spring to be slightly stronger
than the northern, and opposite at autumn, which is consistent with the findings of Figure 8.8.
The Russel-McPherron effect (Section 2.3) states how the IMF-geomagnetic field configuration
causes stronger currents around equinox. The currents are found strongest during northern
autumn, consistent with this theory. The pattern can, however not be deemed significant due
to the short statistical period.

Average position and strength of the electrojet
The results presented in Figure 8.6 can be expressed more simply as the average position and
strength of the electrojet (Jpeak) as described briefly in Section 1. There is little doubt that
this is a simplification of the previous results. It does, however, provide a simple presentation
of the current system particularly well suited for analysing the behaviour of the auroral oval
and strength of the sheet current densities according to intensity level.

The outcome of this analysis is presented in Table C.1 and C.2 on page 186 and in Figure 8.10,
showing the median latitude of the peak sheet current density (Jpeak) as a function of MLT
and geomagnetic activity (Kp value). The median latitude is found from a dataset comprising
data from all 10 years of CHAMP data along with data from Swarm Alpha and Bravo in
the period November 2013 to December 2015. The number of data points used to estimate
the medians are presented in Table C.3 and C.4 on page 187 for the Northern and Southern
Hemisphere respectively. It is clear from this table how most of the orbits fall in the category
of quiet or moderately disturbed days. The results presented in Figure 8.10 clearly support the
theory of a southward expansion of the auroral oval for increasing Kp for both the Northern and
Southern Hemisphere [e.g. Feldstein and Starkov, 1967; Akasofu et al., 1973; Burch, 1974].
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(a) Northern Polar cap

0

2

4

6

8

10

12

14

16

18

20

22

80

70

60

0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8

(b) Southern Polar cap

Figure 8.10: Median QD latitude of the peak sheet current density, Jpeak, as a function
of activity level, Kp, and MLT, estimated from 10 years of CHAMP data and Swarm
Alpha and Bravo measurements in the period between November 2013 and December
2015 (both months included). One line represents the median position at the Northern
(a) and Southern (b) Hemisphere in a given Kp interval.
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(a) Mean Position of Jpeak (b) Mean strength of Jpeak

Figure 8.11: Mean position (a) and strength (b) of Jpeak as a function of Kp for three
datasets. Blue shows results using all provided data (CHAMP + Swarm Alpha and Bravo
2013-2015), red gives the results based on CHAMP data alone, and the yellow, results
estimated from Swarm Alpha and Bravo 2013-2015. Error estimates (MAD) are given as
shaded contours for each line estimated separately for the position and strength.

The shape of the oval is found more non-symmetric for the Southern Hemisphere, compared
to the Northern, where the shape is close to circular at all intensity levels, and more profound
for high-intensity data. The deviating shape of the outermost contour (Kp 7 to 8−) of both
the Northern and Southern Hemisphere is attributed to the sparse data distribution for these
intensity levels (see Table C.3 and C.4).

It is also worth to notice the larger movement of the oval in the Southern Hemisphere. The
oval during quiet times is considerately smaller than that in the Northern Hemisphere, but
expands down to similar latitudes during disturbed times, where also the shape of the oval
becomes less circular. The cause for this has not been investigated further, but could be due
to the difference in the distance between the magnetic and the geographic pole in the two
hemispheres. The inter-hemispherical differences are discussed in further detail in Section 8.3.

A pattern similar to Figure 8.10 is found, when presenting the estimated sheet current densities
as the mean strength and position for the WAEJ at MLT 01 and 03 as a function of Kp. These
results are presented in Figure 8.11 for three different datasets. (a) gives the mean latitude of
the WAEJ and (b) the mean strength of Jpeak. Shown in blue is the dataset corresponding
to the results given in the figures above (CHAMP + Swarm Alpha and Bravo 2013-2015),
red is results from CHAMP alone, and the yellow line, results based on two years of Swarm
Alpha and Bravo data (2013-2015). From the two years of Swarm data it was not possible
to provide enough data for highly disturbed times (Kp > 8) to calculate the median position
and strength, and the last entry is therefore omitted. The shaded areas gives the associated
joined error estimates of the median position and strength of Jpeak from median absolute
deviation (MAD1). The joined error estimates are found from propagation of errors [Emery
and Thomson, 2004]

σ =
√
σ2

1 + σ2
2...+ σ2

n. (8.2)

1a robust measure of the variability of the data sample
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Kp/parameter A B r0 ϑ0 γ

0-1 17.44 18.59 2.43 0.11 0.16
1-2 18.36 19.23 3.24 0.10 -0.28
2-3 19.21 20.42 3.37 0.05 -0.22
3-4 20.17 21.36 3.06 0.08 -0.15
4-5 21.04 23.20 3.11 0.04 -0.28
5-6 21.91 24.70 3.68 0.19 -0.40
6-7 23.10 27.08 3.04 -0.60 -0.31
7-8 23.30 28.16 4.24 -0.70 -0.34

Table 8.1: Results from the elliptic fit to median positions (Figure 8.10) presented in Fig-
ure 8.12(a), for the Northern Hemisphere. A gives the semi minor axis and B, the semi
major axis, both represented in 90−QD latitude. (r0, ϑ0) gives the position of the centre
of the fit, also in 90 - QD latitude, and γ the rotation of the ellipse in radians.

The black line gives a weighted linear fit to the estimate based on CHAMP + Swarm Al-
pha + Bravo 2013-2015 of y = −(1.1 ± 0.1)x + 69.9 ± 0.3 for the position and y =
−(96.7 ± 6.7)x + 33 ± 9 for the strength of the westward electrojet. The Kp index is a
logarithmic index, with a fixed upper boundary and limited in the lower end by the always
present auroral oval, even during very quiet times. The linear dependence found here aligns
very well with this, and the fact that the oval and absolute strength of the westward electrojet
is positively correlated with Kp level. The sheet current densities does, however, not seem to
follow the linear trend for Kp > 5. A exponential or quadratic dependence of the sheet current
densities with Kp would fit data better. Due to lack of physical explanation, this dependence
has not been investigated further. Using the results from the linear fit, we find an increase of
approximately 97 A/km per Kp level. Comparing low activity data (Kp = 1) with high activity
(Kp = 5) data, reveals an increase in Jpeak by approximately 385 A/km, corresponding to a
factor of 7.1. Correspondingly, Juusola [2009] finds a factor of 7 increase between Kp = 0
and Kp ≥ 5 for the FACs and Vennerstrom and Moretto [2013] a factor of 4 increase between
Kp < 2 and Kp ≥ 5 for the auroral electrojet system.

In stead of representing the size and position of the auroral oval from the position of the WAEJ
at MLT at 01 and 03, we can give an estimate of the auroral oval size and shape by estimating
an elliptic fit, using a general equation of the ellipsis in polar coordinates (r, ϑ),

1 = ((r cosϑ− r0 cosϑ0) cos γ + (r sinϑ− r0 sinϑ0) sin γ)2

A2 +

((r cosϑ− r0 cosϑ0) sin γ − (r sinϑ− r0 sinϑ0) cos γ)2

B2

to the median positions with MLT. Here (r0, ϑ0) is the centre of the ellipsis and γ is the angle
of rotation of the ellipsis. A gives the semi minor axis, and B the semi major axis. The
eccentricity of the ellipsis is found as

Υ =
√

1− B
2

A2 .
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(b) Southern Polar cap

Figure 8.12: Elliptic fit to median positions of the peak sheet current density, Jpeak, repre-
sented in Figure 8.10. One line represents the fit for a given Kp interval for the Northern
(a) and Southern (b) Hemisphere.
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Figure 8.13: Elliptic fit to median positions of the peak sheet current density, Jpeak, repre-
sented in Figure 8.10. One line represents the fit for a given Kp interval for the Northern
(a) and Southern (b) Hemisphere.
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Kp/parameter A B r0 ϑ0 γ

0-1 15.52 16.20 0.67 -0.35 0.027
1-2 15.28 17.69 1.76 -0.11 -0.19
2-3 16.75 17.46 2.25 -0.14 -0.18
3-4 17.88 18.53 2.09 -0.011 0.19
4-5 18.58 20.56 2.64 -0.27 -0.31
5-6 20.18 21.64 3.74 -0.29 -0.076
6-7 20.89 25.19 3.33 -1.19 -0.20
7-8 22.03 27.40 4.64 -0.93 -0.13

Table 8.2: As Table 8.1 for the Southern Hemisphere.

The results of the elliptic fit, corresponding to the positions given in Figure 8.10 are given in
Figure 8.12 for the Northern (a) and the Southern (b) Hemisphere. One line represents the fit
for a given Kp interval. The fit to individual Kp levels are given in Figures C.1 and C.2 for the
Northern Hemisphere, and in Figures C.3 and C.4 for the Southern Hemisphere. The corre-
sponding fit values are given in Table 8.1 for the Northern Hemisphere, and Table 8.2 for the
Southern Hemisphere. Figures similar to Figure 8.11(a), are presented in Figure 8.13, where
the size of the oval is represented by the semi major and minor axis (a and b), and the shape of
the oval by the eccentricity (c and d) for the Northern (left column) and Southern (right col-
umn) Hemisphere, accordingly. The semi major (blue) and in particular the semi minor (black)
axis shows an increased linear dependence with Kp compared to Figure 8.11(a) (visual com-
parison). The non-symmetric shape found in Figure 8.11(a) is presented in the elliptic fit by a
flattening of the ellipsis for increasing Kp. This is supported by a linear increasing eccentricity
with Kp. Only little variation in the position of the centre (e and f) is found for increasing Kp.

Figure 8.14 to 8.17 shows the median position and strength of Jpeak for the full dataset com-
prising 10 years of CHAMP and two years of Swarm Alpha and Bravo as a function of MLT. The
first two figures shows results for the Northern Hemisphere and the last two for the Southern
Hemisphere. Plots for the 2 hour intervals 8 to 9− have not been included due to insufficient
data in many ranges of MLT. The peak position of the WAEJ is plotted in the morning sector
(MLT between 00 and 12), and the EAEJ in the evening sector (MLT between 12 and 24).
The estimate of the WAEJ is added in the Harang discontinuity region, for the 2 hour interval
around 23. The black dot gives the position of the electrojet, while the size and colour of the
circle gives the intensity of the sheet current density. The figures show an increasing strength
and equatorward motion of the auroral oval for increasing intensity consistent with the previous
analysis. The strongest WAEJ is found between 0 and 6 MLT, while the strongest EAEJ is
found between 16 and 20 MLT. This corresponds very well to the result found in Figure 8.6,
Vennerstrom and Moretto [2013] and Juusola et al. [2007].

As was the case in the analysis presented in Figure 8.10(a) and (b), we find deviating shapes
of the auroral oval for high activity periods. This is attributed to the fewer data points and
larger spread (Figure 8.6) for these intervals. We have therefore presented the data in a larger
Kp bin, ranging from Kp 6 to Kp 9+, see Figure 8.15(e) and 8.17(e). Due to the few data
from the very disturbed periods Kp > 7, we see how the shape and strength is highly depicted
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(b) Kp ∈ [1 2−]
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(c) Kp ∈ [2 3−]
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(d) Kp ∈ [3 4−]

Figure 8.14: Median position and strength of the peak current density strength Jpeak, from
10 years of Northern Hemisphere CHAMP data and 2 years of Swarm Alpha and Bravo data
(November 2013 to December 2015) binned in 2 hour MLT window. The position is given
by the black dots, and the strength as the size and colour of the surrounding area. The
morning sector (MLT between 0 and 12) presents position and strength of the western
electrojet (blue), and the evening sector (MLT between 12 and 24), the position and
strength of the eastern electrojet (red). An additional estimate of the western electrojet
has been placed at MLT 23 to mark the Harang discontinuity region. The errors in the
Harang discontinuity region refers to the WAEJ estimates. The data are divided into four
Kp intervals.
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(a) Kp ∈ [4 5−]
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(b) Kp ∈ [5 6−]
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(c) Kp ∈ [6 7−]
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(d) Kp ∈ [7 8−]
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(e) Kp ∈ [6 9+]

Figure 8.15: Figure 8.14, continued with five additional Kp ranges.
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(a) Kp ∈ [0 1−]
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(b) Kp ∈ [1 2−]
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(c) Kp ∈ [2 3−]
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(d) Kp ∈ [3 4−]

Figure 8.16: As Figure 8.14, but for the Southern Hemisphere.

by 6 < Kp < 7 (8.15(c) and 8.17(c)).

For low activity data (Kp < 2), we find that the placement of the WAEJ and EAEJ for
MLT= 23 is almost identical, indicating a weak Harang discontinuity. The strength of the
current densities increases with the displacement between the WAEJ and EAEJ, indicating
a strengthening of the discontinuity, along with a strengthening of the substorm electrojet.
The presence of the substorm electrojet is mainly seen in a amplification of the westward
sheet current density across the midnight sector. Another notable example of the presence
and strengthening of the substorm electrojet is the growing difference in strength between the
westward and eastward electrojet with increasing Kp. An example of this can be seen in the
difference between Figure 8.14(a,b) and Figure 8.14(b).
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(a) Kp ∈ [4 5−]
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(b) Kp ∈ [5 6−]
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(c) Kp ∈ [6 7−]
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(d) Kp ∈ [7 8−]
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(e) Kp ∈ [6 9+]

Figure 8.17: Figure 8.16, continued with five additional Kp ranges.
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8.3 Hemispherical differences

We have looked into statistical differences due to variations in the solar wind conditions, such
as activity level and direction of the IMF for the Northern Hemisphere. In this section, we
will investigate the interhemispherical differences. In the theory section (Section 2.3) we use
symmetry arguments to state how the two hemispheres should behave in similar matters, and
hence show similar, if not equal, current distributions during equal IMF conditions. To evaluate
this statement, we looked at the statistical patterns for the Northern and Southern Hemisphere
separately. The results of this is illustrated in the following figures.

Figure 8.18(a) and (b) gives the median position in QD latitudes of the peak intensity of the
WAEJ and EAEJ as a function of MLT for the Northern and Southern Hemisphere estimated
from CHAMP and Swarm data separately. Results for the Northern Hemisphere are given in
blue, and for the Southern Hemisphere in red. MLT 23 to 11 shows the average position of
the WAEJ, while MLT 13 to 21 shows the average position of the EAEJ. One immediately
obvious feature is the larger oval in the Northern Hemisphere, also found when binned accord-
ing to Kp (Figure 8.10). A consistently larger oval is found from both data samples (CHAMP
and Swarm), indicating a significant difference. The cause has, as previously mentioned, not
been investigated further. The difference could, however, be due to a non-symmetric distri-
bution of the By component of the IMF, since this causes an asymmetry between the two
hemispheres. A positive By gives a stronger WAEJ in the Northern Hemisphere, while a nega-
tive By results in a stronger WAEJ in the Southern Hemisphere [Friis-Christensen et al., 2017].

The study of the oval size in the Northern Hemisphere by Meng [1979] (see Section 2.3) has
revealed a dependence of oval size on the distance to the magnetic pole, with a smaller oval
when the northern geomagnetic pole is close to local noon (see Section 2.4). This effect can
be attributed to the conductivity configuration being dependent on the position of the sun.
With a larger magnetic pole displacement on the Southern Hemisphere, this effect is likely
larger (we have not found similar investigations on the southern auroral oval size). The inter-
hemispherical differences in auroral oval size could likely be caused by the larger difference in
solar illumination and thereby EUV conductivity. Statistical investigations binned according to
longitude (proximity to the magnetic pole) could show the significance of the pole displacement
in both Hemispheres. These could be a step in the direction to find the cause of the smaller
southern oval, but have not been investigated further.

Figure 8.18(c) shows the corresponding sheet current densities as a function of MLT for the
Southern (red) and Northern (blue) Hemisphere with error estimate (±1 MAD) marked by the
shaded area. MLT 23 to 11 shows the median strength of the sheet current densities of the
WAEJ, and MLT 13 to 21, the strength of the EAEJ, explaining the change in sign between 11
and 13, and again between 21 and 23. The maximum strength of the WAEJ is found for both
Hemispheres for 0 < MLT < 4, and the maximum strength of the EAEJ for 16 < MLT < 20.
The strength of the EAEJ is almost identical (∼ 150 A/km) in the two hemispheres, with the
only exception of MLT = 15. The differences for the WAEJ are, however, much larger, espe-
cially for the region 6 < MLT < 12, where we find differences of up to 60 nT. The difference
between the maximum and minimum in WAEJ for 0 < MLT < 10 is small (∼ 40 nT), while
the Southern Hemisphere shows larger variations (∼ 100 nT) in strength within the same MLT
range.
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Figure 8.18: Median position of the peak intensity of the WAEJ and EAEJ as a function of
MLT for (a) Swarm Alpha and Bravo 2013-2015 data and (b) CHAMP data. Shown in
blue is results from the Northern Hemisphere, and in red, the Southern Hemisphere results.
MLT 23 to 11 shows the average position of the WAEJ, while MLT 13 to 21 shows the
average position of the EAEJ. (c) similar to (a) and (b), but for peak intensity in stead of
median position estimated from CHAMP and Swarm data.
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(a) Position of Jpeak (b) Strength of Jpeak

Figure 8.19: Mean position (a) and strength (b) of Jpeak as a function ofKp for the Northern
(blue) and Southern (red) Hemisphere. Error estimates (±1 MAD) are given in the shaded
areas. The solid black line gives a linear fit to the Northern Hemisphere data, and the
dashed black line to Southern Hemisphere data. The blue lines are equal to the blue lines
in Figure 8.11.

A similar analysis, binned for different geomagnetic activity levels, is presented in Figure 8.19
with the Northern Hemisphere given in blue and the Southern in red. (a) shows the median
position of the electrojet and (b) the median strength, both as a function of Kp, along with
shaded error estimates. The blue line in both subfigures are identical to the blue line in
Figure 8.11(a) and (b). As was found when binned according to MLT, we see significant
higher QD latitudes for the southern hemisphere, resulting in a much smaller oval, compared
to the average oval found for the Northern Hemisphere. The weighted linear fit to the position
yNH = −(1.1±0.1)x+69.9±0.3 (Northern Hemisphere) and ySH = −(1.2±0.1)x+74, 1±0.3
(Southern Hemisphere), return a very similar linear Kp dependence for both hemispheres,
shifted approximately 4 degrees closer to the magnetic pole on the Southern Hemisphere.
Taking the error estimates into account, we perform a significance test on the interhemispherical
differences in slope (a in y = ax + b) and offset (b). This is done by performing a student’s
t-test of a null hypothesis. For the offset residual (b(NH)−b(SH)), the null hypothesis states
that b(NH)−b(SH) is not significantly different from zero. A joint error estimate of σ = 0.42
results in a t-value of

t = |b(NH)− b(SH)|
σ

= 4.2
0.42 = 10.0 (8.3)

Table lookup from Taylor [1982] reveals that the null hypothesis is rejected with a probability
well within the normal accepted 95% confidence bounds [von Storch and Zwiers, 1999; Cowan,
1998], with a probability of 99.9994 for a t value of 5.0. A t-value of 1.0 for the slope residual
reveals on the other hand only a probability of 68.27% that the two estimates of the slopes
are different. We therefore conclude that the two estimates of a are not significantly different.
To test the significance of the slope itself, we test the null hypothesis that a(NH) is not
significantly different from zero. This returns a t-value of 11, well within the accepted 95%
confidence bounds.

The position of the ovals are within the ranges presented by Vennerstrom and Moretto [2013]
and supported by results by Juusola et al. [2009] and Ahn et al. [2005]. The mean sheet current
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Figure 8.20: Histogram of the total polar current, J tot, for the Northern (blue) and Southern
(red) Hemisphere. The black line gives the interhemispherical difference.

densities as a function of Kp, presented in Figure 8.19(b) supports the large interhemispherical
similarities presented in Figure 8.18, with the exception of the highly disturbed Kp interval
[8 9]. The lack of fit in this range is attributed the sparse data. Weighted linear fits of the sheet
current density strength withKp, yNH = −(97±7)x+33±9 and ySH = −(101±9)x+35±12
are, as also presented in Figure 8.11 not found to provide a satisfactory description of the Kp
dependence in any of the hemispheres. t-values of 0.35 and 0.12 states that the slope and
offset differences are different with 27.37% and 9.55% probability, revealing no significant dif-
ference in Kp dependence of the sheet current density strength between the two hemispheres.

If, in stead, we estimate the intensity of the currents as the total polar current (J tot), presented
in Equation 8.1, we see a very different representation of the interhemispherical differences.
The results are presented as a histogram of J tot in Figure 8.20 and a bar plot of J tot as a
function of Kp in Figure 8.21. The last figure corresponds directly to Figure 8.19(b) found
from the peak value, Jpeak, from each orbit. The histogram shows that both Hemispheres have
mostly low auroral electrojet activity orbits, with a peak at approximately 12 A/km. Results
for the Northern hemisphere are, however, more skewed towards lower intensities, than for the
Southern Hemisphere, which has a smaller peak, and wider distribution.

The indication from Figure 8.20 of stronger sheet current densities in the Southern Hemisphere
is supported by the bar plot in Figure 8.21, showing significantly stronger median sheet cur-
rent densities for the southern hemispheres for all Kp values. This is in contradiction to the
results presented in Figure 8.19, where only very small interhemispherical differences where
found. A possible explanation is an insufficient removal of the unstable polar cap currents. For
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Figure 8.21: Median total polar current, J tot, binned according to Kp for the Northern (blue)
and Southern (red) Hemisphere.

the peak value, this removal is of lesser importance, but cannot be ignored when estimating
the total current. Stronger polar cap currents (or larger instabilities in the polar cap from the
rotation of the line currents) in the Southern Hemisphere is needed for this explanation to hold.

Other studies, such as Vennerstrom and Moretto [2013], find that the overall statistical inter-
hemispherical differences in both position and strength disappear when ordering the data in
magnetic coordinates. One other study is found of the statistical inter-hemispherical differences
in the strength of the electrojets. Coxon et al. [2016] uses measurements from the Active Mag-
netosphere and Planetary Electrodynamics Response Experiment (AMPERE) satellite project
to give the total FAC for both Hemispheres. They find contradictory to our estimates stronger
currents in the Northern Hemisphere. It is, however, important to note that their results are
based on estimates of FACs and not the auroral electrojet currents.

When all of this is said, a stronger current in the Southern Hemisphere could be explained
by an increase in solar intensity on the dayside, resulting in an increase in conductivity over
the Northern Hemisphere. We do, however, find the differences too large to be adequately
explained by this effect alone. Assuming that the total current is in fact larger in the Southern
Hemisphere, and the polar cap instabilities have successfully been removed, the width of the
current peak must be larger for the Southern Hemisphere, since the peak intensity (Figure 8.18)
is found of similar size for both the Northern and Southern Hemisphere. This hypothesis could
be tested by estimating the width of the peak, along with the peak intensity. The questions
raised by this study warrant further investigations of a possible hemispherical bias in the total
current estimates.
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8.4 Further applications
From the results given in the previous section, it is reasonable to conclude that the data set
comprised of 12 years (approximately 75000 orbits) of sheet current densities provides a good
basis for investigating features of both statistical and space-time behaviour of the auroral
electrojet system. The analyses paves the way for further research possibilities, not all possible
to fit within the limits of this thesis. The following provides a short presentation of some of
these possible applications.

• Combination of height integrated current density estimates with electric field measure-
ments [e.g. Archer et al., 2015; Juusola et al., 2016], deriving height-integrated Hall
conductivities.

• Closer investigation of the currents in comparisons with statistical estimations of the
conductivity. Interhemispherical comparisons, normalized according to solar intensity and
ionospheric conductivity, could reduce the conductivity based bias in the interhemispher-
ical differences and highlight any magnetic deduced differences between the Southern
and Northern Hemisphere.

• The intensity indices derived (J tot and Jpeak) in the previous sections paves the way
for a new way of selecting quiet time data for satellite derived internal field modelling,
where very accurate input data (disturbance free) is crucial. Indices, such as the AE
index, provide a measure of the disturbance level of the most disturbed local time. This
is, however, not always a good measure of the disturbance of a specific orbit. Potential
useful data are excluded from the field modelling, reducing the statistics and thereby
accuracy and scale size of the results. An example of the potential is described in
Figure 8.3 where we clearly find periods with high AE index and low intensity of Jpeak.
Tests of this possible application has already been set in motion.

• An important validation of the estimated sheet current densities would be a comparison
with ground observations. Since our model also applies to ground observations, it should
be possible to use satellite derived sheet current densities to predict the ground level
magnetic disturbance. Such comparison would provide a more independent measure
of the inversion method, since the validating data is different from the input data.
Induced currents will expectedly play a more important role, compared to investigations
at satellite height, and this comparison would therefore furthermore provide a measure
of the importance of induced currents. Regions with poor data fit could reveal regions
of more diverse distributions of conductivities, due to the assumed constant conductivity
in the introduction of induced currents.

• Further investigations of individual sheet current density profiles could provide additional
information about the auroral electrojet system. Examples of this is the estimation of
the width of the westward and eastward electrojets. The width of the current profile
would be useful in understanding the interhemispherical differences, but also give an
estimate of the width of the auroral oval. This could in turn be used to investigate
how the current system maps to the magnetosphere. An estimation of the slope of
the sheet current profile could give an estimate of the FAC, with a stronger FAC for
steeper current profiles. The FACs are expected to lie in the region on each side of
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the electrojet peaks (see Section 2.3). Determining the boundaries of the peaks would
therefore give an estimate of the positions of Region 1 and 2 FACs. In this sense it
could also be fruitful to compare FACs estimated from Swarm magnetic data, provided
by the Swarm L2 FAC-single product [Ritter et al., 2013; He et al., 2012; ESA, 2017e]
to both magnitudes determined by the slopes and in particular the position found by the
boundaries of the current peaks.

• Improvement of model with partial D1 and D2 regularization of model parameters for
better interpretation of the polar cap currents. We have in the method presented in this
thesis focused on the currents in the auroral oval and lower latitudes. The regularization
optimization has therefore focused on returning a model fit suitable in this region. This
may, however, not be the optimum choice in regularization for the polar cap currents,
which follow a different (flat) along track distribution. The flat distribution of the polar
cap currents could be favoured by introducing a minimization of the first order differences
of the model parameters inside the polar cap, and a minimization of the second order
differences outside. The implementation should not be difficult, and we recommend to
test this in further analysis of the method.





Chapter 9

Summary and conclusions

With the aim of developing a reliable automatic method, capable of returning sheet current
density profiles of the auroral electrojet currents, the LCM and the 1D SECS methods were
applied to magnetic field residual observations by CHAMP and Swarm satellites. The two
methods were compared in a thorough validation of both synthetic case examples and appli-
cation to satellite data. Tests of the impact of regularization methods furthermore provided
important insight into the reaction of the methods to small variations. This gave an estimate
of the reliability of the methods. We created a dataset from optimum values of regularization
method and parameters consisting of the sheet current density profiles for nearly all 10 years
of CHAMP data and two years of Swarm Alpha and Bravo crossings of the South and North
Pole. Along with these, indices of the peak strength and position of the western and eastern
electrojet, Jpeak, and the total sheet current density, J tot, were estimated for statistical pur-
poses.

Summarizing the main results, the following is concluded

• The 1D SECS method was tested for estimation of the sheet current densities from
synthetic and satellite magnetic field observations. Several issues were raised, including
a high sensitivity to a set of adjustable parameters: model and observation spacing (δθmod

and δθobs), width of box function (dδ), truncation parameters for the TSVD solution (εc
and εd) and observation and model range. Variations in the adjustable parameters were
shown in the synthetic case to have the largest impact on the estimate of the FACs.
When applied to magnetic satellite observations, only a few days returned acceptable
model fits. Several tests with the aim of improving the method were conducted, though
none of them allowed the method to work for all the tested days. The poor model fit was
attributed a breakdown of the 1D assumption, in approximately 60% of the orbits. In
conclusion, we were not able to obtain robust implementation of the 1D SECS method.

• Application of the line current method to satellite magnetic observations was found to
provide a robust measure of the auroral electrojet system. Assumption of electrojet
alignment along constant QD contours was implemented in the method by applying a
rotation of the line currents along f̂1. This ensured a physically more correct estimate of
the auroral electrojets along with an improvement over previous applications of the LCM.
The method is found to return a robust measure of the sheet current densities both in
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terms of choice in regularization parameter and the ability to handle possible data noise.
Illustrating the inversion method through examples of different regularization methods,
we argued the need for a rather complex regularization method on the along track first
differences on input data: minimization of an L1 model norm of the second order along
track differences of model parameters along with a Huber-weighted data misfit measure.

• The robustness of the line current method was illustrated through variations in regular-
ization parameter and input data. A study of the L-curve for six randomly chosen Swarm
Alpha orbits showed that a common choice in regularization parameter, α2, was possible.
However, further investigations of a possible modification to the regularization parameter
for CHAMP data are needed. Comparing the sheet current density profiles from 1000
Swarm Alpha orbits with orbit profiles from the side-by-side flying Charlie, revealed that
Charlie is able to describe 97% of the variance from Alpha. The sheet current density
profile was found only slightly affected by a removal of the magnetospheric correction.
This indicates, together with the common choice in regularization parameter, a robust
model insensitive to orbit sensitive factors, such as activity level.

• The line current method was able to return model fits to a high degree of accuracy.
Variance ratios for 1000 Swarm Alpha orbits were found below 820 · 10−6 and with a
mean of 120 · 10−6, indicating that even the worst orbits return acceptable model fits.
The largest variance ratios were found for quiet days, where even small misfits result in
a large increase of the signal to noise ratio. The reliability is furthermore explored by
applying the method to 10 years of CHAMP data and two years of Swarm Alpha and
Bravo data. From these 148004 pole crossing, 189 unstable orbits are detected from
physically unrealistic peak values (> 104 A/km). The unstable orbits are all CHAMP
orbits, and most likely a result of an underestimated regularization parameter for the
CHAMP orbits. The reliability or performance ratio of 99.87% is concluded satisfactory
for automatic implementation.

• Comparisons of sheet current densities for four single pole crossings estimated from the
1D SECS, 2D SECS, LCM and IM revealed a consistency in position within 2◦. This is
within the error of margin due to the 2◦ model spacing of the 1D SECS method. Larger
differences are, however, found in the strength of the electrojet with discrepancies of up
to 100% with the 1D SECS results and 28.6% with the 2D SECS results.

• Despite the additional information about FACs provided by the 1D SECS method, the
high performance ratio of the line current method makes this a better candidate for auto-
matic implementation. The LCM was therefore preferred in the remaining investigations
of the auroral electrojet system.

• The line current method was applied to 10 years of CHAMP data and two years of
Swarm Alpha and Bravo data to create a dataset consisting of the orbit-by-orbit sheet
current densities for the region ±40◦β from the northern and southern geomagnetic
pole. The large dataset allowed large scale space-time and statistical studies of the
auroral electrojet system on both hemispheres. Three orbit specific geomagnetic activity
indices were furthermore found, representing the peak intensity, Jpeak, of the westward
and eastward electrojet along with an estimate of the total polar current, J tot. These
indices provide, contrary to other presented indices, a direct measure of the disturbance
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level of each orbit, important for quiet time data selection. A squared coherence with the
AE index of more than 0.9 for periods larger than two days, provided validation for the
sheet current estimates, while differences highlighted the use of an orbit specific index.

• Space-time development of the auroral electrojet system was illustrated through two
examples around Northern Hemisphere spring equinox 2014 and 2015. Presenting the
sheet current densities in this way, was shown to be a good way to present the full
lifetime of a magnetic storm, including the preceding and following period. The examples
showed a clear difference between high and low geomagnetic activity level, along with a
high visual consistency between the hemispheres. Largest differences were found during
disturbed conditions and attributed to the fast changes in the auroral electrojet system
during high geomagnetic activity. The high visual correlation is supported by a squared
coherence of more than 0.9 for periods longer than two days.

• Longitudinal dependence of the auroral electrojet system was investigated by inter-
satellite comparison between Swarm Alpha and Bravo. A correlation coefficient of 0.81
between estimates of J tot supports that large sheet current densities in general are found
during high activity periods. Some larger small-scale variations in the space-time devel-
opment indicate, however, a presence of longitudinal dependence of the auroral electrojet
system. The equatorial, longitudinal separation was on the 17th of March 2015 24.5◦,
indicating together with the large differences that even smaller longitudinal length scales
might be important for the auroral electrojet system during geomagnetically disturbed
conditions.

• Investigations of the sheet current density variation with solar activity showed a clear
dependence of IMF direction, with stronger currents for a southward Bz. A weaker By

dependence was found, while expected hemispherical asymmetries were unclear - both
attributed a limited data use. Seasonal differences were in a similar manner difficult to
estimate due to the use of only one year of Swarm Alpha and Bravo observations.

• Variations with geomagnetic activity were investigated through dependence onKp index.
Sheet current densities presented as the robust mean in bins of 1 h MLT and 2◦ QD
latitude for three ranges of Kp, showed an increasing westward and eastward electrojet
current strength for increasing Kp. Maximum intensity of the westward electrojet was
found between 01 and 05 MLT, and of the eastward electrojet in the MLT region between
15 and 18. A general equatorward expansion and increasing scatter was furthermore
found for growing Kp, consistent with an expansion of the polar cap.

• Equatorward motion of the auroral electrojet system for increasing Kp was supported
by an investigation of the average position of the peak intensity of the westward and
eastward electrojet. Furthermore, consistently smaller oval was found for the Southern
Hemisphere. Additional investigations are needed to provide a better understanding of
the origin of the asymmetry. Displacement of the magnetic pole and the following asym-
metrical conductivity was suggested as contributing factors. No significant differences
where found in the strength of the sheet current densities.

• Investigation of the position and strength of Jpeak revealed a similar dependence of Kp
for Northern and Southern Hemisphere. A weighted linear fit to the position gave a
significant linear dependence of yNH = −(1.1 ± 0.1)x + 69.9 ± 0.3 for the Northern
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Hemisphere and ySH = −(1.2± 0.1)x+ 74, 1± 0.3 for the Southern. The 4◦ difference
in offset between the two hemispheres was found well within the accepted 95% confi-
dence limit. However, a linear fit to the strength of Jpeak, was not found to provide a
satisfactory description of the Kp dependence.

• Besides aforementioned applications of the model, a future lowering of the Swarm satel-
lites would provide more detailed observations of the sheet current densities. Longitudinal
differences estimated from the side-by-side flying Alpha and Charlie is presently not possi-
ble due to the distance between the satellites compared to the ionosphere. A lowering of
the satellite pair or increased distance between the satellites would provide an observation
spacial structure capable of estimating the instantaneous longitudinal dependence.

In conclusion, the work of this thesis presented a clear candidate for automatic application and
near-real-time monitoring of the auroral electrojet system capable of returning robust estimates
of the sheet current densities. We furthermore created a large dataset of the auroral region
sheet current densities for the Northern and Southern Hemisphere with many future possi-
ble applications. The associated indices, J tot and Jpeak provide e.g. important information
adaptive to data selection in internal field modelling.
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Introduction
Geomagnetic reference models provide a good descrip-
tion of the main parts of Earth’s magnetic field, includ-
ing contributions from the core and crust, as well as the 
large-scale magnetospheric (e.g. Finlay et al. 2016; Lesur 
et  al. 2010; Olsen et  al. 2014). Non-ionospheric field 
(e.g. Sabaka et al. 2004, 2015) contributions are also well 
described by modern models. The situation is, however, 
different in the polar regions, where the large temporal 
and spatial variability of electric currents in the polar 
ionosphere makes their description difficult, and their 
prediction almost impossible.

These ionospheric currents give rise to a variety of 
important space weather effects, influencing the perfor-
mance and reliability of spaceborn and ground-based 
technological systems. Problems in ground-based sys-
tems occur for instance due to the secondary, Earth-
induced, electric fields and corresponding currents. For 
directional drilling in polar regions disturbances in the 
magnetic field caused by strong ionospheric currents may 
hamper accurate well positioning (Poedjono et al. 2013). 
Ionospheric currents may also lead to increased drag on 
low-altitude spacecraft (Liu and Lühr 2005; Pirjola et al. 
2005). Better understanding of the time–space struc-
ture of polar ionospheric currents and in particular their 
improved modelling are therefore of great importance, 
not only for advances in fundamental space research but 
also regarding practical applications.
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There are two major constituents to magnetic distur-
bance fields at polar latitudes: (1) electrical currents in 
the ionospheric E-layer (at an altitude of about 110 km) 
form the polar electrojets (PEJs) and (2) currents flow-
ing along field lines of the ambient magnetic field feeding 
the PEJs by connecting the ionosphere and the magne-
tosphere. These so-called field-aligned currents (FACs) 
result in large magnetic field disturbances at satellite 
altitude, in particular in the east-west magnetic field 
component.

The PEJs have been successfully estimated from ground 
magnetic data (e.g. Amm 1997; Friis-Christensen et  al. 
1985; Kamide et al. 1981; Richmond et al. 1998). Indices 
monitoring the electrojet activity, such as the Auroral 
Electrojet (AE) index (Sugiura and Davis 1966) have been 
developed. These indices provide important information 
on the state of the polar ionosphere, but are restricted 
by the positions of the magnetometer stations. Since pri-
marily stations from the Northern Hemisphere are used, 
the resulting indices mainly reflect PEJ activity in that 
hemisphere.

From magnetic ground observations it is only possible 
to estimate the equivalent currents, e.g. (hypothetic) hor-
izontal ionospheric currents that would cause the same 
magnetic field disturbance as the observed one. Magnetic 
observations taken at satellite height in addition allow the 
estimation of the FACs, which is a clear advantage com-
pared to ground observations. Furthermore, satellites 
allow access to the entire, mainly north-south-directed, 
current density profile, in contrast to what is possible 
from ground observations, and thereby provide a better 
description of the currents position and magnitude as a 
function of latitude. The global coverage of satellite data 
also enables interhemispheric comparisons. With these 
advantages in mind, several studies of ionospheric cur-
rents have been conducted using satellite measurements 
from, e.g., the Magsat, Ørsted, and CHAMP satellites 
(Olsen 1996; Ritter et al. 2003).

The magnetic field produced by an electric current is, 
at least in the vicinity of the current, always perpendicu-
lar to the current direction. This means that the magnetic 
field caused by FACs is perpendicular to the field line and 
hence not observable in the magnetic component paral-
lel to the field line. As a consequence, the magnetic field 
intensity, F = |B|, which by definition is the field com-
ponent parallel to the magnetic field, is only marginally 
affected by FACs. Field intensity, F, is, however, sensi-
tive to contributions from the horizontal currents in the 
ionospheric E-layer that form the PEJs. Observations of F 
collected by satellites can therefore be used to determine 
these currents.

A model study of the PEJ’s using Magsat scalar mag-
netic satellite data and a current model consisting of 

a series of line currents perpendicular to the satellite 
track was presented by Olsen (1996) and later applied 
to CHAMP satellite data by Ritter et  al. (2003) and Rit-
ter et al. (2004). The use of scalar magnetic satellite data 
is a simplification compared to using the full vector data, 
resulting in similar results to a ground magnetic chain. 
The line current method has been applied to multi-satel-
lite data by Olsen et al. (2002) and Moretto et al. (2002).

Juusola et al. (2006) proposed an alternative approach 
for monitoring the auroral activity from magnetic sat-
ellite data. They worked with a 1D version of the 2D 
Spherical Elementary Current System (SECS) method 
developed by Amm (1997) for application to CHAMP 
satellite vector data. By using vector data they were able 
to estimate not only the horizontal currents but also the 
FACs. The use of vector data in the 1D SECS method 
may, however, introduce both a complication in compu-
tation and an error source due to stronger contamination 
by unwanted sources such as the FAC in the radial mag-
netic vector component compared to only using meas-
urements of the magnetic field intensity.

A simple approach to determine the location and 
strength of the PEJs from magnetic satellite data was 
presented by Vennerstrom and Moretto (2013). Their 
method corresponds roughly to finding the position and 
amplitude of the PEJs in the current profiles determined 
using the line current model of Olsen (1996).

With the aim of a possible near-real-time monitoring of 
the time–space structure of polar electrojet activity, we 
aim at developing a reliable and simple approach, while 
still estimating entire current profile along the satellite 
tracks. We therefore applied the line current model of 
Olsen (1996) to Swarm satellite magnetic data and inves-
tigated how different regularization methods affect the 
model results. By applying the method to Swarm mag-
netic data, we do not only gain new insights concerning 
the current system in the ionosphere, but also have the 
opportunity to explore previously unavailable results 
regarding longitudinal variations of the PEJs thanks to 
the unique constellation of the Swarm satellites.

The trio of Swarm satellites (e.g. Friis-Christensen et al. 
2008) has been in orbit since 22 November 2013. Two of 
the satellites, called Alpha and Charlie, fly side by side 
at an altitude of about 450 km (as of January 2016) in a 
near-polar orbit of inclination 87.4◦ with an east-west 
separation of 1.4◦ in longitude (corresponding to about 
160 km at the equator). The third satellite, Bravo, has an 
orbital inclination of 88◦ and is flying at an altitude of 
approximately 520 km. The different orbital inclination of 
the satellites results in different drift rates in local time 
(LT). The Bravo satellite in November 2015 (i.e. two years 
after launch) measured the magnetic field at a local time 
2.6 h ahead of the lower satellite pair Alpha and Charlie. 
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Each of the three satellites carry, amongst other instru-
ments, an absolute scalar magnetometer (ASM) for 
measuring the magnetic field intensity F, a vector flux-
gate magnetometer (VFM) measuring the three vector 
components of the magnetic field, and a triple-head star 
imager to determine orientation.

The first part of the paper presents the chosen model 
parametrization along with a description of the model 
estimation scheme and an exploration of various regu-
larization methods. Next we present results from a sin-
gle orbit crossing and then move on to consider time 
dependence in three weeks of data for both the Northern 
and Southern Hemisphere. We also compare our results 
with the Auroral Electrojet index, a ground-based meas-
ure of PEJ activity. Finally, results obtained with data from 
all three Swarm satellites are compared, and the effects of 
secondary, Earth-induced, currents are discussed.

Model parameterization
We describe the polar ionospheric currents by a series 
of line currents placed at an altitude of 110  km in the 
ionospheric E-layer, perpendicular to the satellite track 
and separated in horizontal (along-track) direction by 
� = 113  km corresponding to 1◦. The geometry of the 
model is shown in Fig. 1. The magnetic field due to ion-
ospheric E-layer currents is a Laplacian potential field at 

satellite altitude, and thus the strength of the magnetic 
field, and the spatial structure of the ionospheric currents, 
depends on the distance to the measurements. A typical 
rule of thumb in this case is that one cannot resolve struc-
ture of scale smaller than half the distance to the measure-
ments. Since the Swarm satellites measure at a height of 
minimum 340 km above the ionosphere, it is hardly pos-
sible to distinguish between a continuous current distri-
bution and a series of discrete line currents separated by 
1◦ (corresponding to about 113  km). We therefore use a 
series of discrete line current separated by 1◦ .

As mentioned previously, electric currents at satellite 
altitudes are predominantly confined to flow parallel to 
the field lines of the ambient magnetic field B0 due to the 
nearly vanishing transverse electrical conductivity in this 
region. These FACs do, at least to first order, not contrib-
ute to the magnetic field component F = B|| parallel to 
the ambient field B0. In the ionospheric E-layer, however, 
the transverse conductivity is comparably large, resulting 
in horizontal currents causing magnetic signatures that 
do not contribute to F = B||. The magnetic field intensity 
F can therefore be used to investigate the horizontal cur-
rents flowing in the ionospheric E-layer. Although this 
is strictly true only for a uniform ambient field B0, FACs 
give, even for a real distribution of currents, only a very 
small contribution to F.  

Fig. 1  Geometry of the model



Page 4 of 14Aakjær et al. Earth, Planets and Space  (2016) 68:140 

As input data we use field intensity anomaly values 
δF = Fobs

− Fmod obtained from satellite observations of 
the Mag LR 1 Hz L1b magnetic field intensity, Fobs down-
sampled to 10  s, after removal of model values, Fmod, 
given by the CHAOS-5 field model (Finlay et  al. 2015). 
This model provides estimates for the core and crustal 
field contributions as well as the contributions from the 
large-scale magnetospheric field, the time dependence 
of which is given by the RC index, which describes the 
strength of the magnetospheric ring current (Olsen et al. 
2014).

The contribution from one single line current to the 
magnetic field intensity δF  is given, following Olsen 
(1996), by

where µ0 = 4π · 10−7  Vs/Am is vacuum magnetic per-
meability, In is the magnetic inclination of the main 
field model, B0, at the satellite location (rn,βn), and jk is 
the amplitude of the kth line current at location (rk ,βk) . 
ηn and ξn measure the radial and horizontal distance, 
respectively. βn and βk are along-track arc parameters 
describing the distance from the closest approach to the 
magnetic North geomagnetic pole (or South geomag-
netic pole) for the observation locations and line current 
locations, respectively, as shown in Fig. 1.

The magnetic field disturbance caused by a super-
position of the contributions from single line currents 
described by Eq. (1) results in a model of the form

where d is the data vector consisting of the N observa-
tions, δFn, with n = 1, . . . ,N , m is the vector of the M 
model parameters (the line current amplitudes), jk, with 
k = 1, . . . ,M, and G is the design matrix of size N ×M 
with elements

The sheet current density J (βk) is estimated from the 
model parameters by dividing the line current amplitudes 
jk (the model parameters) by the distance, �β = 113 km, 
between the line currents that corresponds to 1◦ at 
110 km altitude. Since the spacing is equidistant in β, the 
sheet current density is simply found as

(1)

δFn =

µ0

2π

ξn,k cos In + ηn,k sin In

ξ2n,k + η2n,k

· jk

ηn,k = rk sin(βn − βk)

ξn,k = rn − rk cos(βn − βk)

(2)d = Gm

(3)gn,k =

µ0

2π

ξn,k cos In + ηn,k sin In

ξ2n,k + η2n,k

.

(4)J (βk) =
jk

�β
=

jk

113 km

Model estimation
The M model parameters jk are estimated by solving the 
linear inverse problem described in Eq. (2). An iteratively 
reweighted least squares (IRLS) approach with Huber 
weights (Constable 1988; Huber 1964) is used in order to 
handle a possibly non-Gaussian data error distribution. 
Although formally overdetermined (since N > M ), the 
problem is ill-conditioned, and thus, the use of uncon-
strained least squares results in huge variations of the 
amplitudes of neighbouring line currents. In order to 
avoid this instability, we adopt a regularization approach 
(Aster et al. 2005; Menke 2012).

We carried out tests on a range of different regulari-
zation norms including: zeroth-order Tikhonov regu-
larization (Tikhonov 1963), i.e. minimizing the sum of 
the squares of the line current strengths; higher-order 
Tikhonov regularization (Aster et  al. 2005) consider-
ing finite differences of the line current strengths in the 
along-track direction; maximum entropy regularization 
(Jackson et al. 2007) as well as the use of L1 rather than 
L2 norms (Farquharson and Oldenburg 1998). Below we 
focus on the two following approaches that were found to 
perform well:

1	 Minimization of an L2 norm of the model parameters 
[i.e. zeroth-order Tikhonov regularization, see Aster 
et  al. (2005)] and a Huber-weighted misfit measure. 
This is implemented through an IRLS technique, 
where the model at the (i + 1)th iteration is deter-
mined by 

 Here I is the identity matrix of size M ×M, α2 is a 
parameter controlling the strength of the regulariza-
tion, and W d

i  is the data weight matrix. α2 is adjusted 
to achieve the desired trade-off between data misfit 
and model complexity. Its value and choice thereof 
is discussed further in the section  “Choice of regu-
larization parameter, α2”. The Huber-weighted misfit 
approach allows non-Gaussian errors to be handled by 
applying small weights to outliers through a series of 
iterations. W d

i  is the Huber weight matrix for the i’th 

iteration with diagonal elements wi,n = min

(

cσi
|�δF |

)

. c 

is here a constant typically 1.5, σ is the standard devia-
tion of the model residuals �δF = δFobs

− δFmod, 
where δFmod are the model predictions of the obser-
vations. This solution will be referred to below as the 
L2 norm solution.

2	 Minimization of an L1 norm of the second-order dif-
ferences of model parameters and a Huber-weighted 

(5)m
L2
i+1

= (GTW d
i G + α2I)−1GTW d

i d.
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misfit measure. This is also implemented via IRLS via 
the scheme 

D is the second-order finite-difference operator, 
controlling the second-order difference minimiza-
tion of the model parameters (Aster et al. 2005), and 
Wm

i  is a reweighting matrix implementing the L1 
minimization of the model parameters (Farquharson 
and Oldenburg 1998). The elements of the diagonal 
matrix Wm

i  are found using Ekbloms measure, where 
(Wm

kk = (j2k + ǫ2)−1/2 Ekblom (1987). ǫ ensures a non-
singular solution at jk = 0. A sufficiently small value 
of ǫ compared to the magnitude of the model param-
eters was chosen. Note that DTWm

i D is non-dimen-
sionless and α2 in Eq. 6 will therefore have a different 
unit than in Eq.  5. This solution will be referred to 
below as the L1 norm solution.

Results and discussion
Examples of geomagnetically quiet and disturbed periods
We first illustrate our approach with a few examples, rep-
resenting geomagnetic quiet and disturbed conditions, 
respectively. We have chosen Swarm Alpha orbit no. 6248 
on 4 January 2015 13:36 to 14:01  UT, corresponding to 
a magnetic local time (MLT) of midnight around 60◦ 
Quasi-Dipole (QD) latitude. Since ionospheric conduc-
tivity and currents are guided by the geometry of Earth’s 
main field, it is advantageous to describe the currents 
using magnetic coordinates like the QD latitude (Rich-
mond 1995). This was a moderately disturbed period, 
with index of global geomagnetic activity Kp = 4+. As an 
example of quiet-time conditions, we have chosen orbit 
no. 6493 from 20 January 12:37 to 13:02 UT, at a similar 
MLT but with a Kp index of 0+.

The top row of Fig. 2 shows the observations of mag-
netic field intensity F, and the obtained data fit, the mid-
dle row shows the corresponding model residuals, and 
the bottom row presents the estimated sheet current 
density, J, for the disturbed day (left), and the quiet day 
(right).

Shown in green is the observed magnetic field signa-
ture δF  (after removal of core, crust, and magnetospheric 
contributions), along with model predictions obtained 
using L1 (black) and L2 (red) norm regularization. A sim-
ple least squares solution with zeroth-order Tikhonov 
regularization is given in blue for comparison. Both regu-
larization schemes, with α2

= 6.4 · 10−15nT · A
−2 (L1 ) 

and α2
= 3.6 · 10−27nT · A

−2(L2), are able to produce 
an extremely good fit to the observed field intensity. The 

(6)m
L1
i+1

= (GTW d
i G + α2DTWm

i D)−1GTW d
i d.

chosen values of α2 are discussed in the section “Choice 
of regularization parameter, α2”.

The variance ratios,

where �δF  are the residuals between observations and 
the model predictions for the L1 or for the L2 solution 
are found to: 4.1 · 10−6 (L1) and 9.2 · 10−6 (L2) for the dis-
turbed day (orbit 6248), and 39 · 10−6 (L1) and 67 · 10−6 
(L2) during quiet conditions (orbit 6493). This reveals 
that L1 regularization results in slightly lower misfit than 
L2 regularization, although both approaches describe 
almost all of the variance in the measurements. The small 
model residuals, �δF , given in the middle row of Fig.  2 
support the very low variance ratios with residuals lower 
than 1 nT (≈0.5 % of the signal strength) for the disturbed 
day.

Considering the mean variance ratios for 1000 orbits 
between 28 December 2014 to 3 March 2015 (orbit nos. 
6142 to 7142) for satellite Swarm Alpha, we find that the 
L1 solution in general gives a better description (mean 
variance ratio of 120 · 10−6) compared to the L2 solution 
(400 · 10−6). This tells us that the model gives a very good 
data fit not only for the single orbits presented above, but 
for all tested orbits at least on average. The largest val-
ues of the variance ratio of the 1000 tested orbits was 
820 · 10−6 for the L1 solution and 2000 · 10−6 for the L2 
solution. Thus even for the orbits with the worst data fits 
(highest variance ratios), the model still performs very 
well. The orbits with highest variances are mainly from 
quiet days, since on disturbed days the signal amplitude 
is larger compared to the noise level.

The sheet current densities, J, are presented in the bot-
tom row of Fig.  2 for both the L1 (black) and L2 (red) 
norm inversions as a function of QD latitude. A positive 
current is defined as a current flowing from midnight to 
noon (sunward). Compared to the reference least squares 
zeroth-order Tikhonov solution (blue curve), there are 
no major differences between the sheet current densities 
from L1 (black curve) and L2 (red curve) norm regulariza-
tion. We expect that the sheet current densities are weak 
or absent where there are no currents (e.g. in non-polar 
regions) and not wildly fluctuating. The L1 solution cor-
rectly estimates the currents outside the polar region 
(auroral oval) to be zero, or very close to zero, while the 
L2 solution displays non-physical small-scale oscillations 
around zero. These cannot be damped sufficiently by 
increasing α2 without also reducing the amplitude of the 
peak of the sheet current density. The results obtained 

(7)
σ 2
�δF

σ 2
δF

,
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with the L1 norm, therefore, give a representation of the 
model parameters slightly closer to what we expect on 
physical grounds, compared to the results found in the L2 
norm solution.

The simple least square zeroth-order Tikhonov regu-
larization solution (blue curve in Fig.  2) gives a rather 
similar solution as the L2 norm solution for these orbits, 
which also involves a Huber-weighted misfit meas-
ure. We prefer, however, to use the latter since the dis-
tribution of residuals (data minus model predictions) is 
non-Gaussian.

A similar argument also applies on going from L2 to L1 
norm regularization. When solving with an L2 regulari-
zation norm, we assume that the model parameters are 
Gaussian distributed. The distribution of the obtained 

model parameters is highly non-Gaussian, in particular 
shown in long tails; in this case it is more consistent to 
use an L1 norm regularization scheme.

Choice of regularization parameter, α2

Both the L2 and L1 norm regularization methods require 
specification of a regularization parameter α2. The choice 
is a trade-off between goodness of data fit and model 
complexity. Too small values of α2 will result in inter-
pretation of non-physical noise, while a value too large 
leads to a model for which the desired signal is sup-
pressed, resulting in a decreased data fit. So the question 
is: when does damping regularization of a non-physical 
noise become damping of a physical signal?. One way 
to objectively choose α2 is by plotting the norm of the 
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Fig. 2  Top row shows observations, δF, in green along with the model predictions, δFmod, for three solution methods, L1 norm (black), L2 norm 
(red), and L2 norm without Huber-weighted misfit (blue). The middle row shows the model residuals, �δF, for the same inversion methods, and the 
bottom row shows the corresponding sheet current densities, J, again for all three methods. Data are from satellite Alpha for 2 days: (left column) 
orbit 6248 on 04.01.2015 13:36 to 14:01 UT, corresponding to a magnetic local time (MLT) of midnight around 60◦ magnetic latitude (disturbed, 
Kp = 4

−) and (right column) orbit 6493 on 20.01.2015 12:37 to 13:02 UT, a similar MLT (quiet, Kp = 0
+). The sheet current densities are found using 

α2
= 6.4 · 10

−15 nT
2

A
 for the L1 norm solution and α2

= 3.6 · 10
−27 nT

2

A
2  for the L2 norm solutions. A positive current flows from midnight to noon 

(sunward)
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model vector, ||m||/max(||m||) (individually normal-
ized to the range between 0 and 1 for better comparison 
between different orbits) versus the norm of data mis-
fit, ||Gm− dobs

|| for various values of the regularization 
parameter α2.

The individually normalized norm of the model vec-
tor as a function of α2 and data misfit is shown in a so-
called L-curve (Hansen 1992) in Fig. 3 for the six example 
orbits. The L-curves are based on the model parameters 
obtained using the L1 norm solution. The chosen orbits 
(nos. 200 (orange), 2000 (yellow), 3334 (dark blue), 6248 
(light green), 6493 (light blue), and 8000 (purple)) repre-
sent orbit crossings for both disturbed and quiet times.

The range of α2 was chosen between 10−16nT · A
−2 and 

10−12nT · A
−2. According to Hansen (1992), the optimal 

choice of α2 is in, or near, the corner of the L-curve. The 
corner value of α2

= 1.2 · 10−15nT · A
−2 (red) seems to 

provide a good balance between the model misfit and 
complexity, but a visual inspection of the data fit and cur-
rent profile revealed unwanted small-scale oscillations. 
This value was therefore increased slightly to obtain the 
final choice of α2

= 6.4 · 10−15nT · A
−2 (approximately 

the purple marked value, 6.3 · 10−15nT · A
−2). The fact 

that the chosen α2 stays in almost the same position of 
the L-curve for different classes of Kp indicates that a 
common choice in α2 is possible for different geomag-
netic activity conditions.

The preferred α2 will not only depend on the choice of 
regularization norm, but also on the number of obser-
vations, since a change in the size of G will result in a 
change in the weight between the two terms in the paren-
thesis of Eq. 5, and hence affect the choice in α2. There-
fore, we need to be aware that orbits with large data gaps 
might need a different choice in α2.

Temporal variations
By looking at periods of several weeks, one can investigate 
the space–time evolution of ionospheric currents during 
both disturbed and quiet periods. Studying variations as 
a function of QD latitude, we can estimate where the cur-
rents are located, and whether the location changes with 
time and/or disturbance level. Figure  4 shows the sheet 
current densities as a function of time and QD latitude for 
a period of three weeks around spring equinox 2015 (10 to 
31 March 2015). The top plot shows the Kp and AE indices; 
the Northern (middle panel), respectively, Southern (bot-
tom panel) Hemisphere. Each plot is divided into a morn-
ing and an evening side. The sign of the current is defined 
as positive if directed from midnight to noon (sunward).

The oscillating gap around QD latitude 90 is not zero 
current, but comes from the satellite orbit inclination 
compared to the geographical pole and not the magnetic 
pole. The satellite will therefore only sometimes cross the 
magnetic pole. We find that the ionospheric electrojet 
current system is confined to the auroral oval (≈70◦ to 
80◦ QD latitude), and the strengths of the electrojets may 
therefore be estimated from the sheet current densities in 
this region. Densities of approximately 1 kA/km near the 
pole reveal polar cap currents, while the sheet current 
densities equatorward of the auroral oval are expected 
to be small. From the temporal development, we can see 
that deviations from zero at lower latitudes are largest 
during disturbed periods.

MLT changes by about 1.5 h at non-polar latitudes dur-
ing the three weeks under consideration; at QD latitude 
60◦ it drifts on the evening side from approximately 20:30 
to 19:00 for the example shown in Fig. 4. The period in 
question is mainly quiet, with low Kp and AE index 
values (see top plot), but indicates three more active 
intervals, around 13, 21, and 25 to 28 March 2015. Corre-
sponding higher values of Kp are found for these periods.

Figure 4 reveals a large degree of consistency between 
the two hemispheres—strong sheet current densities are 
found in the Northern Hemisphere at the same times 
as in the Southern Hemisphere, as expected. The small 
interhemispheric differences may be due to the time dif-
ference of 45  min between the pole crossings. This will 
mainly be an issue during substorms, where changes in 
the current system can happen very rapidly.
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The intensities of the ionospheric currents estimated 
from this type of plot are a good way to show the devel-
opment of a substorm event. We see, for example, how 
quiet periods are followed by a sudden intensification of 
the currents, and expansion of the auroral oval. An event 
like this marks the onset of a substorm (Akasofu 1964; 
McPherron 1991), here showing how plots like these 
can be used identify substorm events. Despite the rapid 
changes, especially during disturbed times, and the time 
of about 20 min that it takes for the satellite to cross one 
polar hemisphere, we still get a clear picture of the state 
of the ionospheric current system.

Figure  5 shows an example of a much more disturbed 
period, namely the period around the St. Patrick’s day 

storm on 17 March 2015. This was the most severe geo-
magnetic storm of solar cycle 24, with Kp indices as large 
as 8−, lasting for approximately 18 h. Figure 5 clearly shows 
how the ionosphere is not only affected during the storm, 
but also for a long period thereafter. The onset of the storm 
is difficult to identify due to the effects of a smaller CME 
ejected from the sun just three days prior to the very large 
eruption that caused the storm on 17. We see, however, 
how the oval expands very far south during the storm, con-
sistent with observations of aurora as far south as France.

The interhemispheric differences are larger for the 
period shown in Fig. 5, compared to that of Fig. 4. This 
might be due to the more rapid changes during dis-
turbed times but could also indicate interhemispheric 
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Fig. 4  Temporal development of the sheet current densities measured from satellite Alpha as a function of QD latitude and time (bottom two 
panels) along with the corresponding Kp and AE index values (top panel). The middle panel shows the temporal development for the Northern 
Hemisphere, while the bottom panel shows the temporal development for the Southern Hemisphere. The results are given for the period 8 to 31 
March 2015 for satellite Alpha. A positive current is defined in the sunward direction
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asymmetries. Nevertheless, in both cases we find very 
similar developments of the sheet current densities.

Auroral Electrojet index
We now compare our estimated sheet current densities 
with the AE index (Sugiura and Davis 1966). It is derived 
from geomagnetic variations in the horizontal compo-
nent at 12 observatories along the northern auroral zone 
and aims at monitoring auroral electrojet activity (Baker 
1985). AE provides an estimate of the combined strengths 
of Eastward and Westward electrojets. Data are found at 
the World Data Center for Geomagnetism (WDCG 2015).

Here, we compare AE with the total polar current, I ,

(8)I = �β

∫ 50◦

−50◦
|J |dβ

To enable comparison to the sheet current densities, we 
find the corresponding mean AE index for the period 
of the selected orbit. An example of this comparison 
is given in Fig.  6 for the Northern (top) and Southern 
(bottom) Hemisphere. The AE index is given in red (left 
y-axis), and the sheet current densities in black (right 
y-axis). An overall good correlation is found by visual 
inspection. The total polar current in black follows the 
AE index very nicely for both the Southern and North-
ern Hemisphere, despite the fact that they were derived 
using different methods and data sets (ground-based 
and spaceborn)

To give an idea of how well the two data series AE(t) and 
I(t) are correlated, we estimated the squared coherence 
of the two data series in dependence on frequency, f, and 
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Fig. 5  Temporal development of the sheet current densities measured from satellite Alpha as a function of QD latitude and time (bottom two 
panels) along with the corresponding Kp and AE index values (top panel). The middle panel shows the results for the Northern Hemisphere, and the 
bottom panel shows the results for the Southern Hemisphere. The results are given for the period around the St. Patrick’s day storm on 17 March 
2015 (8 to 31 March 2015). A positive current corresponds to a sunward current
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corresponding period, T = 1/f , considering the 400 orbits 
(orbit number 7200 to 7799) from 7 March to 1 April 
2015 given in Fig. 7. The black curve shows the coherence 
between the Northern Hemisphere sheet current densi-
ties and the AE index. The red curve shows the coherence 
between the Southern Hemisphere sheet current densities 
and the AE index, and the blue curve shows the coherence 

between the sheet current densities for the Northern and 
Southern Hemisphere. The interval studied here corre-
sponds to a small selection of that presented in Fig. 5.

A Fourier transformation is used to determine AE(f ) 
and the total polar currents (I(f )) in the frequency 
domain. Squared coherence between the two data series 
are found as a function of T. For all three cases, we find 
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that the squared coherency for daily variations, and all 
periods smaller than this, is relatively low, while the 
squared coherency for periods longer than two  days is 
above 0.9. The interhemispheric coherency is in general 
a little higher than the coherency with the AE index. The 
high interhemispheric coherency shows a clear connec-
tion between the sheet current densities in the Northern 
and Southern Hemisphere confining the findings in Fig. 5.

The large coherence values between the total current 
and the AE index (black and red curve) supports the con-
clusion from the visual inspection of Figs. 4 and 5 of high 
correlation between currents (Northern and Southern 
Hemisphere) and the AE index.

Intersatellites comparison
The AE index provides a good measure of the auroral 
activity despite some limitations. Summing over longi-
tudes removes any longitudinal dependence of the elec-
trojet activity (see, e.g., Sugiura and Davis 1966). We 
show here how the integrated absolute values of the sheet 
current densities measured by satellite give comparable 
results to the AE index. With the Swarm satellite constel-
lation it is not only possible to obtain a result compara-
ble to the AE index, but also to estimate the longitudinal 
dependence of the electrojets by comparing the satellites 
Alpha/Charlie and Bravo. An example of the difference 
between satellite Alpha and Bravo is given in Fig. 8.

Visual inspection of the individual integrated time series 
of J (β) for satellite Alpha and Bravo (top panel) shows high 
correlation between the two satellites. There are, however, 
also larger differences mainly during disturbed times. The 
longitudinal separation between satellites Alpha and Bravo 
was 24.5◦ on 17 March 2015 at the equator. The differences 
are shown in the bottom panel as a function of both mag-
netic (QD) latitude and time. A positive difference indicates a 
stronger current for satellite Alpha. Comparing with the tem-
poral development of Swarm Alpha (middle plot), we see that 
the largest differences are found in the auroral oval and dur-
ing disturbed times (e.g. around 17 March). During disturbed 
periods, the differences (middle plot) are of comparable size 
to the sheet current densities found by Swarm Alpha (bottom 
plot). This, together with the longitudinal separation, shows 
that even smaller longitudinal length scales might be impor-
tant in auroral electrojet currents during disturbed times.

Sheet current densities from 1000 orbits (orbit num-
ber 3000–4000) from Charlie are found to describe 97% 
of the variance from Alpha. This indicates that our tech-
nique is robust and insensitive to small changes in the 
data set.

Induced currents
Secondary, induced, currents in the electrically conduct-
ing Earth’s upper mantle and lithosphere have until now 

been ignored. They can, however, easily be considered 
in our current model, by assuming a superconductor 
at depth, d, acting as a mirror for the primary, iono-
spheric, currents, placing the induced currents at radius, 
rk = a− 2d. Induced currents are especially important 
for observations at ground level, such as directional drill-
ing. The induced currents are implemented in the model 
by including an additional term (with opposite sign and a 
different radius of the currents) in the design matrix ele-
ments, gn,k, presented in Eq.  3. d is set to 125  km, cor-
responding to a depth of the induced currents of 250 km. 
The revised design matrix, including the effects of induc-
tion, has elements:

Figure  9 shows the magnetic field estimation (top), the 
residual magnetic field (middle), and the sheet current 
density (bottom) for orbit 6493 on 20 January 12:37 to 
13:02  UT if induced currents are considered. Compari-
sons with Fig.  2 (without induced currents) reveal no 
significant changes in position or in the strength of the 
sheet current densities.

Conclusions and outlook
The magnetic perturbations due to ionospheric auroral 
electrojet current system were estimated by applying the 
line current model of Olsen (1996) to magnetic obser-
vations taken by the three satellites Alpha, Bravo, and 
Charlie of the Swarm satellite constellation. Sheet cur-
rent densities were obtained using two different inversion 
methods: (1) minimization of an L2 norm of the model 
parameters and a Huber-weighted misfit measure and (2) 
minimization of an L1 norm of the second-order spatial 
differences of model parameters and a Huber-weighted 
misfit measure. The method is illustrated with examples 
from single orbits with model predictions that match very 
well the observations for both L1 and L2 norm models.

The L1 norm solution is preferred since it leads to cur-
rent profiles with weaker currents in non-polar regions. 
In addition, the distribution of model parameters pos-
sessed long tails, favouring the L1 norm approach.

A study of the regularization parameter, α2, revealed 
that a common choice was possible for all tested orbits. 
This indicates a robust model, not sensitive to distur-
bance level or other orbit sensitive factors. The tests also 
indicate that the results are fairly insensitive to the exact 

(9)

gn,k =

µ0

2π

[

ξn,k cos In + ηn,k sin In

ξ2n,k + η2n,k

−

(ξn,k )j cos In + (ηn,k )j sin In

(ξn,k )
2
j + (ηn,k )

2
j

]

.

(10)(ηn,k)j = (a− 2d) sin(βn − βk)

(11)(ξn,k)j = rn − (a− 2d) cos(βn − βk).
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choice of α2. Model robustness was tested by comparing 
results obtained with data from the side-by-side flying 
satellites Alpha and Charlie: currents derived with Char-
lie describe more than 97% of those derived from Alpha.

Investigations of the time dependence of the sheet cur-
rent densities for the two hemispheres showed a clear 
difference between disturbed and quiet times. They also 
revealed a very high consistency between the two hemi-
spheres, with largest differences occurring during dis-
turbed periods which are attributed to the fast changes in 
the ionospheric current system during these times. The 
visual consistency is backed up by a squared coherence 
analysis that revealed a value of more than 0.9 for periods 
larger than two days.

Comparison to the AE index also showed a very high 
squared coherence value (≈0.9) for periods longer than 
two days for the Northern and Southern Hemisphere.

The line currents in this study are placed perpendicular 
to the satellite track. This can lead to a systematic under-
estimation of the sheet current densities, dependent on 
the angle with the actual current. The effect will therefore 
be largest in the region around the poles, though it will 
differ from orbit to orbit, dependent on the satellite track. 
A more accurate approach would be to assume the cur-
rents to be parallel to magnetic latitude.

The results pave the way for further research possi-
bilities, such as combining the height-integrated current 
density estimates with measurements from the Swarm 
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Electric Field Instrument to derive height-integrated Hall 
conductivities.

Overall, we found that the line current model provides 
useful estimates of the polar ionospheric sheet current 
densities. The robustness of the method and the fact that 
the method worked for all tested orbits reveal a clear 
opportunity for automatic application and near-real-time 
estimations of the ionospheric sheet current densities.

Authors’ contributions
CDAa coded the model, carried out the data analysis, and drafted the manu-
script. NO and CCF participated in key discussions of the model and data 
analysis. All authors read and approved the final manuscript.

Acknowledgements
We would like to thank ESA for providing prompt access to the Swarm L1b 
data. This project was supported by The Research Council of Norway through 
the PETROMAKS research programme. The financial support is gratefully 
acknowledged.

Competing interests
The authors declare that they have no competing interests.

Received: 8 February 2016   Accepted: 6 July 2016

References
Akasofu S-I (1964) The development of the auroral substorm. Planet Space Sci 

12(4):273–282. doi:10.1016/0032-0633(64)90151-5
Amm O (1997) Ionospheric elementary current systems in spherical coordi-

nates and their application. J Geomagn Geoelectr 49(7):947–955
Aster RC, Borchers B, Thurber CH (2005) Parameter estimation and inverse 

problems, 1st edn. Elsevier, Amsterdam
Baker D (1985) Statistical analyses in the study of solar wind–magnetosphere 

coupling. In: Technical report, Los Alamos National Laboratory, NM (USA)
Constable CG (1988) Parameter estimation in non-Gaussian noise. Geophys J 

94:131–142
Ekblom H (1987) The L1-estimate as limiting case of an Lp-or Huber-estimate. 

In: Dodge Y (ed) Statistical data analysis based on the L1-norm and 
related methods. Elsevier, Amsterdam, pp 109–116

Farquharson CG, Oldenburg DW (1998) Non-linear inversion using general 
measures of data misfit and model structure. Geophys J Int 134(1):213–
227. doi:10.1046/j.1365-246x.1998.00555.x

Finlay CC, Olsen N, Tøffner-Clausen L (2015) DTU candidate field models for 
IGRF-12 and the CHAOS-5 geomagnetic field model. Earth Planets Space 
67(1):1–17

-5

0

5

10

15

δ
 F

 [
n

T
]

Observation L
2
 w/o Huber Weight L

2
L

1

-0.2

-0.1

0

0.1

0.2

δ
 F

 -
 δ

 F
m

o
d
 [

n
T

]

45° 60° 75° 90° 75° 60° 45°
QD latitude

-60

-40

-20

0

20

J 
[A

/k
m

]

(Midnight)(Noon)

Fig. 9  Corresponding to Fig. 2 for Swarm Alpha, orbit 6493 on 20.01.2015 12:37 to 13:02 UT, including induced currents. The top panel shows 
observations, δF, in green along with the model predictions, δFmod, for three solution methods, L1 norm (black), L2 norm (red), and L2 norm without 
Huber-weighted misfit (blue). The middle panel shows the model residuals, �δF, for the same inversion methods, and the bottom panel shows the 
corresponding sheet current densities, J, again for all three methods. The sheet current densities are found using α2

= 6.5 · 10
−15 nT

2

A
 for the L1 norm 

solution and α2
= 1 · 10

−26 nT
2

A
2  for the L2 norm solutions. A positive current flows from midnight to noon (sunward)



Page 14 of 14Aakjær et al. Earth, Planets and Space  (2016) 68:140 

Finlay CC, Olsen N, Kotsiaros S, Gillet N, Tøffner-Clausen L (2016) Recent 
geomagnetic secular variation from Swarm and ground observatories in 
the CHAOS-6 geomagnetic field model. Earth Planets Space. doi:10.1186/
s40623-016-0486-1

Friis-Christensen E, Kamide Y, Richmond AD, Matsushita S (1985) Interplan-
etary magnetic field control of high-latitude electric fields and currents 
determined from greenland magnetometer data. J Geophys Res Space 
Phys 90(A2):1325–1338. doi:10.1029/JA090iA02p01325

Friis-Christensen E, Lühr H, Knudsen D, Haagmans R (2008) Swarm—an earth 
observation mission investigating geospace. Adv Space Res 41(1):210–
216. doi:10.1016/j.asr.2006.10.008

Hansen PC (1992) Analysis of discrete ill-posed problems by means of the 
L-curve. SIAM Rev 34(4):561–580

Huber PJ (1964) Robust estimation of a location parameter. Ann Math Stat 
35(1):73–101. doi:10.1214/aoms/1177703732

Jackson A, Constable C, Gillet N (2007) Maximum entropy regularization of the 
geomagnetic core field inverse problem. Geophys J Int 171(3):995–1004. 
doi:10.1111/j.1365-246X.2007.03530.x

Juusola L, Amm O, Viljanen A (2006) One-dimensional spherical elementary 
current systems and their use for determining ionospheric currents from 
satellite measurements. Earth Planet Space 58:667–678

Kamide Y, Richmond AD, Matsushita S (1981) Estimation of ionospheric 
electric fields, ionospheric currents, and field-aligned currents from 
ground magnetic records. J Geophys Res 86(A2):801–813. doi:10.1029/
JA086iA02p00801

Lesur V, Wardinski I, Hamoudi M, Rother M (2010) The second generation of 
the GFZ reference internal magnetic model: GRIMM-2. Earth Planets 
Space 62:765–773. doi:10.5047/eps.2010.07.007

Liu H, Lühr H (2005) Strong disturbance of the upper thermospheric density 
due to magnetic storms: CHAMP observations. J Geophys Res Space Phys 
110(A9). doi:10.1029/2004JA010908

McPherron RL (1991) Physical processes producing magnetospheric 
substorms and magnetic storms. In: Jacobs JA (ed) Geomagnetism. 
Academic Press Ltd, London, pp 593–739

Menke W (2012) Geophysical data analysis: discrete inverse theory, MATLAB 
edition, 3rd edn. Elsevier, Amsterdam

Moretto T, Olsen N, Ritter P, Lu G (2002) Investigating the auroral electrojets 
with low altitude polar orbiting satellites. Ann Geophys 20(7):1049–1061

Olsen N (1996) A new tool for determining ionospheric currents from 
magnetic satellite data. Geophys Res Lett 23(24):3635–3638. 
doi:10.1029/96GL02896

Olsen N, Moretto T, Friis-Christensen E (2002) New approaches to explore the 
earth’s magnetic field. J Geodyn 33(1–2):29–41 (earth’s Gravity and 
Magnetic Fields from Space)

Olsen N, Lühr H, Finlay CC, Sabaka TJ, Michaelis I, Rauberg J, Tøffner-Clausen 
L (2014) The CHAOS-4 geomagnetic field model. Geophys J Int 
197(2):815–827

Pirjola R, Kauristie K, Lappalainen H, Viljanen A, Pulkkinen A (2005) Space 
weather risk. Space Weather 3(2). doi:10.1029/2004SW000112

Poedjono B, Beck N, Buchanan A, Borri L, Maus S, Finn CA, Worthington EW, 
White T et al (2013) Improved geomagnetic referencing in the arctic 
environment (russian). In: SPE arctic and extreme environments technical 
conference and exhibition, society of petroleum engineers

Richmond A, Lu G, Emery B, Knipp D (1998) The AMIE procedure: prospects for 
space weather specification and prediction. Adv Space Res 22(1):103–
112. doi:10.1016/S0273-1177(97)01108-3 (solar-Terrestrial Relations: 
Predicting the Effects on the Near-Earth Environment)

Richmond AD (1995) Ionospheric electrodynamics using magnetic apex coor-
dinates. J Geomagn Geoelectr 47(2):191–212. doi:10.5636/jgg.47.191

Ritter P, Viljanen A, Lühr H, Amm O, Olsen N (2003) Ionospheric currents from 
champ magnetic field data comparison with ground based measure-
ments. In: Reigber C, Lühr H, Schwintzer P (eds) First CHAMP mission 
results for gravity, magnetic and atmospheric studies. Springer, Berlin, pp 
347–352. doi:10.1007/978-3-540-38366-6_50

Ritter P, Lühr H, Viljanen A, Amm O, Pulkkinen A, Sillanpää I (2004) Ionospheric 
currents estimated simultaneously from champ satelliteand image 
ground-based magnetic field measurements: a statistical study at auroral 
latitudes. Ann Geophys 22(2):417–430. doi:10.5194/angeo-22-417-2004

Sabaka TJ, Olsen N, Purucker ME (2004) Extending comprehensive models of 
the Earth’s magnetic field with Ørsted and CHAMP data. Geophys J Int 
159:521–547. doi:10.1111/j.1365-246X.2004.02421.x

Sabaka TJ, Olsen N, Tyler RH, Kuvshinov A (2015) CM5, a pre-Swarm compre-
hensive magnetic field model derived from over 12 years of CHAMP, 
Ørsted, SAC-C and observatory data. Geophys J Int 200:1596–1626. 
doi:10.1093/gji/ggu493

Sugiura M, Davis T (1966) Auroral electrojet activity index AE and its universal 
time variations. J Geophys Res 71:785–801

Tikhonov AN (1963) Solution of incorrectly formulated problems and the regu-
larization method. In: Soviet Math. Dokl., vol 4, pp 1035–1038, english 
translation of Dokl. Akad. Nauk. SSSR, 151 (1963), pp 501–504

Vennerstrom S, Moretto T (2013) Monitoring auroral electrojets with satellite 
data. Space Weather 11(9):509–519. doi:10.1002/swe.20090

WDCG (2015) World Data Center for Geomagnetism (WDCG), Kyoto University. 
http://wdc.kugi.kyoto-u.ac.jp/aeasy/index.html





AppendixB

Synthetic test case of the 1D SECS method

This appendix provides a thorough test of a synthetic test case of the 1D SECS method, in-
vestigating the influence of a set of adjustable parameters, , model and observation spacing
(δθmod and δθobs), width of box function (dδ), truncation parameters for the divergence free
and curl free part of the solution (εc and εd) along with model and observation range.

From synthetic estimates of sheet current densities, synthetic magnetic observations and mod-
elled estimates of both are found, according to the flow chart in Figure 6.2 on page 63. The
resulting sheet current densities and magnetic field perturbations are given in Figure B.1 as
a function of latitude. The left column shows the magnetic field components, and the right
column, the sheet current densities. Shown in blue are the virtual observations, and the re-
estimated modelled values are given by the dashed red line. Results are obtained using a model
parameter spacing, δθmod, of 0.5◦, observation spacing, δθobs, of 1◦ and truncation values of
10−10 for both inversions. The figure shows a nearly perfect fit between all modelled and
synthetic data, with differences below 10−8 for the magnetic field components, and 10−12 for
the sheet current densities for the majority of the orbit, see Figure B.2. The blue line gives the
differences for the radial component, the black line for the theta component and the black line
for the phi component of the magnetic field (a) and sheet current densities (b), accordingly, as
a function of latitude. The differences for the sheet current densities, especially for Jr, are at
the boundaries somewhat larger, with values up to 10−8, though still significantly smaller than
the signal strengths. These results correspond well with the variance ratios between the residu-
als of observations and model estimates, dmod−dobs and the observations, dobs (Equation 5.20
on page 59), ranging between 10−15 and 10−34 given in Table B.1.

εA εM δθmod δθobs dδ Br Bθ Bφ Jr Jθ Jφ

10−10 10−10 0.5 1 10−34 10−20 10−20 10−15 10−25 10−30

10−3 5 · 10−12 0.5 1 10−17 10−17 10−29 0.05 10−11 10−30

10−3 5 · 10−12 1 1 2.3◦ 10−25 10−25 10−30 0.09 10−11 10−30

10−3 5 · 10−12 1 0.5 2.3◦ 10−24 10−25 10−30 0.07 0.008 0.008

Table B.1: Variance ratios for various values of εA, εM , δθmod and δθobs.



168 Synthetic test case of the 1D SECS method

50 60 70 80 90
−80

−60

−40

−20

0

20

40

B
r [n

T
]

50 60 70 80 90

−80

−60

−40

−20

0

B
θ [n

T
]

50 60 70 80 90

−400

−200

0

B
φ [n

T
]

Latitude [deg.]

50 60 70 80 90

−1

−0.5

0

0.5

1

J r [A
/k

m
2 ]

 

 

Observation
model

50 60 70 80 90
0

100

200

300

400

J θ [A
/k

m
]

50 60 70 80 90

−800

−600

−400

−200

0

J φ [A
/k

m
]

Latitude [deg.]

Figure B.1: Magnetic field, Bobs and Bmod (first column), and sheet current density, Jobs

and Jmod (second column), components. Virtual observations are given in blue, and in
red, the corresponding model fit, as a function of latitude. The results are are found using
truncation values εA = εM = 10−10 , model spacings of δθmod = 0.5◦ and observation
spacing of δθobs = 1◦ (i.e. underdetermined problem).
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Figure B.2: Differences between virtual observed magnetic field (a) and sheet current densi-
ties (b) for the individual components as a function of latitude. The differences are found,
corresponding to Figure B.1 using εA = εM = 10−10, δθmod = 0.5◦ and δθobs = 1◦.
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Figure B.3: Model parameters found from sheet current density I (red) and from magnetic
field observations I2 (black) along with their differences marked by the dashed blue line.
The first part of the graph corresponds to the divergence-free part and the second to the
curl-free part of the model parameters. Parameters are found with corresponding values
of εA = εM = 10−10, δθobs = 1◦ and δθmod = 0.5◦ as in Figure B.1.

Choice of SVD Truncation parameter

The need for regularization in the synthetic case is less important, compared to dealing with
real data, since the input data are noise free. We do not therefore expect the truncation
parameter ofM , εM and A, εA, to be of great importance. The results in Figure B.3 reveals,
however, the results given in Figure B.1 return an unstable solution to the inverse problem.
The figure shows the model parameters, corresponding to the current amplitudes, as a func-
tion of singular value number, k (see Section 5.2 on page 57). The size of I will, as a result
of how the inverse problem is stated (Equation 4.51 and Equation 4.55), be 2M , where the
first part corresponds to the divergence-free model parameters, Idf , and the last part to the
curl-free model parameters, Icf . Given in red is the model parameters, I, found by inverting
A, and in black the model parameters, I2, found from inversion of M . The dashed blue line
shows the difference between the two. The two model parameter vectors would be the same
for perfect inversions. The figure shows, however, that this is not the case, with especially the
curl-free part showing large differences. The correlation coefficient between the two vectors
is found to 0.87. From our physical understanding on how the sheet current amplitudes are
distributed across the ionosphere, we expect a certain amount of autocorrelation in the sheet
current amplitudes. The highly fluctuating signal in I, is therefore attributed to numerical
noise added by the inversion, since the synthetic data are noiseless, indicating a fit of the re-
estimated current densities to a degree not permitted by the data. We therefore feel it necessary
to further regularize the solutions, by increasing the truncation value, εA, for the inversion of
A. The effect of the regularization parameter and method is discussed in the following section.

A more correct value of the truncation parameters (εA and εM ) can be estimated from a plot of
the singular values spectrum. This is for the model parameters given in Figure B.1 presented in
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Figure B.4: Singular value spectrum using εA = εM = 10−10, δθobs = 1◦ and δθmod = 0.5◦

corresponding to Figure B.1.

Figure B.4. We find, as expected from theory of SVD, singular values decreasing with increasing
k. Figure B.4 shows how truncation parameters εM = 10−3 and εA = 5 · 10−12 represents a
better trade-off between the variance explained and the number of small eigenvalues retained.
Recalculated results of magnetic field and sheet current densities with these values are given
in Figure B.5 as a function of latitude. The virtual observations are displayed in blue and
the modelled in the dashed red line, corresponding to Figure B.1. The corresponding model
parameters and differences are shown in Figure B.6 and B.7 accordingly. From Figure B.6
we see how the model parameters behave much more as expected, compared to the model
parameters presented in Figure B.3, and with a higher correlation (0.99 compared to 0.87)
between I and I2. The effect of the change in truncation values was largest in the fit to Jr,
where a decrease in variance ratio from 10−15 to 10−2 was observed and differences of up to
0.4 A/km2(Figure B.7(b)) is found. Remaining components of J and B are not significantly
affected, with variance ratios still not significantly different from zero. This is supported by the
differences found in Figure B.7, showing values up to 10−7 for the magnetic field components
and 10−3 and 10−11 for the θ and φ component respectively of the sheet current density. All
variance ratios are collected in the second row of Table B.1.
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Figure B.5: As Figure B.1 found using truncation values εA = 10−3, εM = 5 ·10−12 , model
spacings of δθmod = 0.5◦ and observation spacing of δθobs = 1◦ (underdetermined inverse
problem).
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Figure B.7: As Figure B.2. Found with the same model as presented in Figure B.5 using
εA = 10−3, εM = 5 · 10−12, δθmod = 0.5◦ and δθobs = 1◦.

Choice of regularization method

The inverse problem presented above was for grids spacing δθobs = 1◦ and δθmod = 0.5◦, i.e.
it was an underdetermined problem. TSVD inversion should, however, be able to handle this.
We test a possible improvement in the fit to Jr, by turning the problem into an exact inverse
problem, setting δθobs = δθmod = 1. The change in the ratio δθmod/δθobs, left us unable to
model the radial component of the sheet current densities. We therefore tested (Figure B.8)
the influence of the inversion method by comparing non-regularized least squares, SVD and
TSVD solutions. The model parameters were now estimated using δθobs = δθmod = 0.2.
Figure B.8(a) shows how an unregularized least squares solution returns very noisy model
parameters, especially for the divergence free part of model parameters found from the inversion
ofM . A simple SVD inversion, Figure B.8(b), shows large improvements compared to the least
squares solution, however it is still dominated by unacceptable fluctuations in the divergence
free part of the model parameters. The truncated SVD version (εA = εM = 10−13) presented
in Figure B.8(c) returns model parameters with very low complexity. We therefore conclude,
that regularization by truncating the singular value spectrum is needed, even in the synthetic
case. This could indicate that a correct solution to the inverse problem is difficult to find,
when applied to real data, where the need for regularization is of much greater importance.
The definite need for regularization, opens a discussion about the choice in regularization
method. Figure B.9, includes a least squares solution constructed using Tikhonov regulariza-
tion, estimated with a regularization parameter of α2 = 10−10 and TSVD parameters corre-
sponding to Figure B.5. This shows a nearly perfect fit, with a correlation coefficient of 0.9997,
between the Tikhonov and TSVD estimates of Jr, indicating that the error is not due to the
choice iof regularization, but more likely a problem in the numerical calculations of the curl-free
part of the design matrix, Acr, and more precisely the implementation of the delta function
given in Equation 4.57. We, therefore, find no need for further tests of regularization methods
in this specific case. Tests (not shown) revealed, how the error arose where δθmod/δθobs 6= 0.1,
0.25 or 0.5, indicating that the conversion of a continuous problem into a discrete one results
in a singularity problem in the delta function. To avoid singularity problems when θobs⋂ θmod

is empty, we substituted the delta function with a box function with a non-singular width, dδ.
This should help ensure that the influence of the FACs not only affect measurements at one
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(a) Least squares (b) SVD

(c) TSVD

Figure B.8: Model parameters using (a) Least squares inversion, (b) SVD inversion and
(c) TSVD inversion with εA = εM = 10−13. All are model parameters are found using
δθobs = δθmod = 0.2◦.
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Figure B.10: Singular value spectrum for an exact determined problem. Solution is found
with the truncation values similar to Figure B.5.

specific latitude, but also measurements in the proximity, depending on the width of the box
function.

Equation 4.26 states that Jr(rn, θn, θk) = I
r2
k

(
1
2 −

1
sin θk

)
, where θn = θk, and I

2r2
k

at

θn 6= θk. Implementing the box function, this equation is adjusted to Jr = I
r2
k

(
1
2 −

1
sin θk

1
dδ

)
,

where θk ∈ [θn − dδ
2 ;θn + dδ

2 ] and I
2r2
k
elsewhere. The box function solution goes towards

the delta function solution for dδ → 0. Introducing the box function, introduces an additional
adjustable parameter, dδ. The effect of this will be evaluated later.

Over- and under-determined problems

The influence of a change in the virtual observation spacings (δθobs = 1◦) to turn the problem
into an exact determined problem is presented in Figure B.10 to B.13 with dδ = 2.3◦. Fig-
ure B.10 shows that no adjustment of the truncation values are needed, even though the size
of the design matrices has changed. A nearly perfect fit between the model parameter vectors,
I and I2, with a correlation coefficient of 1.0 (to 16th decimal) and differences smaller than
5 · 10−6 is presented in Figure B.12. No noteworthy improvement was found in the fit of
Jr, with variance ratios going from 0.05 to 0.09 and differences from 0.4 A/km to 0.6 A/km
(Figure B.13(b)). Figure B.11 shows how the amplitude is corrected, however, with a shift of
the currents towards lower latitudes, resulting in a slightly larger variance ratio. The shift is
also present in the non-zero centred differences for Jr (Figure B.13(b)). No noteworthy change
is found in the other components. This is supported by Figure B.11, B.13 and the variance
ratios given in the third row of Table B.1.
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Figure B.11: As Figure B.1, but found using a truncation values εA = 10−3, εM = 10−10,
and model and observations spacings of δθmod = δθobs = 1◦.
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Figure B.12: Model parameters found similar to Figure B.3. Parameters are found with
corresponding values of εA, εM , δθobs and δθmod as given in Figure B.11.



176 Synthetic test case of the 1D SECS method

50 60 70 80 90

−5

−4

−3

−2

−1

0

1

2

3

4
x 10

−11

Latitude [deg.]

B
ob

s −
B

m
od

 [n
T

]

 

 
J

r

Jθ
Jφ

(a) Magnetic field differences
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Figure B.13: Differences between virtual observed magnetic field (a) and sheet current
densities (b) for the individual components as a function of latitude. The differences are
found, corresponding to Figure B.11 using εA = 10−3, εM = 10−10, δθmod = δθobs = 1◦.

If we instead turn the problem into a more realistic overdetermined problem, using twice as
many observation points as model parameters, δθobs = 0.5 and δθmod = 1, we get the results
presented in Figure B.14 to B.16. The singular values have not changed, and the singular value
spectrum figure has therefore been left out. The results presented in Figure B.14, differences
presented in Figure B.16 and the variance ratios presented in the fourth row of Table B.1
show how the magnetic field components can be recovered to a very high degree of precision.
The fit for the sheet current densities has on the other hand decreased significantly with
variance ratios for Jθ and Jφ decreasing from 10−11 and 10−30 to 0.08. The change in the
ratio δθmod/δθobs to an overdetermined problem apparently introduces an instability in the
inversion of A. This is of less importance when applied to real data, where this inversion is not
needed. It does, however, in the synthetic case influence the calculations of the φ-component
of the virtual magnetic field perturbations, due to the inaccurately assessed curl-free model
parameters, which display a piecewise structure, rather than smooth.

Effect of changing the box-car function

In the above, we have presented results, using a box function width of 2.3◦. To test the sig-
nificance of this value, we have in Figure B.17 estimated Jr for various values of dδ. All other
components are left out, since only Jr is affected, not including the virtual observations of Bφ.
Values for δθmod, δθobs, εA and εM are kept the same as in Figure B.10 to B.13. Figure B.17
shows how the model fit of Jr changes with increasing dδ. The tested box function widths
are (a) dδ = 1.5◦, (b) dδ = 2.0◦, (c) dδ = 2.1◦, (d) dδ = 2.2◦, (e) dδ = 2.3◦, (f) dδ = 2.5◦,
(g) dδ = 3.0◦ and (h) dδ = 4.0◦. Changing the box function width does not remove the
agreement of the modelled estimates of Jr with the virtual observations, but it greatly affects
the amplitude of the modelled Jr signal, so the chosen value of dδ can therefore not be ignored.

Small values of dδ might result in loss of signal if no, or only few values of θk, fall within the
range [θn − dδ

2 ;θn + dδ
2 ]. This may be the case in the results for dδ ≤ 2. If the width of the

box function, on the other hand, is too wide the smoothing will be too large, resulting in a
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Figure B.14: As Figure B.1 but found using truncation values εA = 10−3, εM = 5 · 10−12,
model and observations spacings of δθmod = 1 and δθobs = 0.5◦.
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Figure B.15: Model parameters found similar to Figure B.3. Parameters are found with
corresponding values of εA, εM , δθobs and δθmod as given in Figure B.14.
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Figure B.16: Differences between virtual observed magnetic field (a) and sheet current
densities (b) for the individual components as a function of latitude. The differences are
found, corresponding to Figure B.5 using εA = 10−3, εM = 5 · 10−12, δθmod = 1◦ and
δθobs = 0.5◦.

broader, smaller peak, as is seen for results with dδ ≥ 2.5◦. A spacing of 2.1◦ is found to best
satisfy a large peak and no loss of signal, and will therefore be used in further investigations.

Effect of model parameter and observation grid spacings

Changing the spacing between the model parameters and virtual observations, greatly alters
the resultant model fit of Jr, as seen when comparing between Figure B.5, B.11 and B.14.
We therefore specifically tested the influence of this, keeping the SVD truncation parameters
fixed at εM = 10−10 and εA = 10−10 and the box function width, dδ = 2.1◦, constant. The
results are presented in Figure B.19 and B.18. The first column of Figure B.19 shows results
of Jr for overdetermined cases (δθobs > δθmod), and the second column for underdetermined
cases (δθobs < δθmod). The tested spacings are: (a) δθobs = 0.1◦ and δθmod = 0.2◦, (b)
δθobs = 0.2◦ and δθmod = 0.1◦, (c) δθobs = 0.1◦ and δθmod = 1◦, (d) δθobs = 1◦ and
δθmod = 0.1◦, (e) δθobs = 0.2◦ and δθmod = 1◦, (f) δθobs = 1◦ and δθmod = 0.2◦, (g)
δθobs = 0.5◦ and δθmod = 1◦ and (h) δθobs = 1◦ and δθmod = 0.5◦. The figures reveal that
the solutions for the overdetermined problem introduce noise into the solution, corresponding
to the results given in Figure B.14. This indicates that the numerical noise is not only present
in the case of δθmod = 1◦, δθobs = 0.5◦, presented in Figure B.14, but for all overdetermined
problems. Results for the underdetermined cases (presented in the second column) return a
much less noisy model fit, but with too low amplitudes for Jr. Therefore, this is not only the
case for δθobs = δθmod = 0.5◦ as presented in Figure B.5 and Figure B.19(h).

The exact determined solutions (δθobs = δθmod) are presented in Figure B.18 with (a) δθobs =
δθmod = 0.1◦, (b) δθobs = δθmod = 0.2◦, (c) δθobs = δθmod = 0.5◦, (d) δθobs = δθmod = 1◦.
The shift towards lower latitudes, also found in Figure B.11, is minimized as δθmod and δθobs

decreases, and for δθobs = δθmod = 0.1◦ is almost gone. The amplitude of the modelled
Jr, however, is also decreased with decreasing model and observations spacing, degrading the
fit. The underestimated amplitudes man indicate that the solution has been overregularized.
Decreasing the truncation value, εA to numerically zero, does however, not change the model
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(a) dδ = 1.5◦ (b) dδ = 2.0◦

(c) dδ = 2.1◦ (d) dδ = 2.2◦

(e) dδ = 2.3◦ (f) dδ = 2.5◦

(g) dδ = 3.0◦ (h) dδ = 4.0◦

Figure B.17: Radial component of sheet current density, Jr, as a function of latitude for
various box function widths, dδ. The sheet current densities are found for constant δθmod,
δθobs, εA and εM with values corresponding to Figure B.10.
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(a) δθobs = δθmod = 0.1◦ (b) δθobs = δθmod = 0.2◦

(c) δθobs = δθmod = 0.5◦ (d) δθobs = δθmod = 1◦

Figure B.18: Figure B.19, continued, showing results for exact determined cases.

fit, and we therefore conclude that the underestimated amplitude is not an issue due to over-
regularization.

Figure B.17 previously presented how the box function width dδ had a large influence on Jr.
Since a different model and observation spacing could influence the choice of dδ, we repeated
the analysis presented in Figure B.17 for δθobs = δθmod = 0.2◦. The results presented in
Appendix C show, however, that changes to the box-function width is not able to remedy the
underestimated amplitudes.

The best choice in model and observation spacing is not obvious from these tests. We were
not able to find a solution with both correct amplitude and zero shift. Visual inspection of
the model estimates given in Figure B.19 give that the best fits (from the tested model and
observation spacings) are found in the underdetermined cases, in particular using δθobs = 1◦
and δθmod = 0.5◦, which will be used in following investigations.

Effect of model and data range

The influence of a point source on the magnetic field will, as previously mentioned, vary with
distance according to it’s Greens function. This is presented in a very simplified way in Fig-
ure B.21. If only a section of the influenced area is selected, [θ1, θ2], a part of the influence
will be excluded, represented by the grey areas, A and B, in the figure. This can introduce a
poorly conditioned matrix with associated errors in the inversion. This effect could be part of
the reason why regularization is needed, even for the noise-free, synthetic data examples.
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(a) δθobs = 0.1◦ and δθmod = 0.2◦ (b) δθobs = 0.2◦ and δθmod = 0.1◦

(c) δθobs = 0.1◦ and δθmod = 1◦ (d) δθobs = 1◦ and δθmod = 0.1◦

(e) δθobs = 0.2◦ and δθmod = 1◦ (f) δθobs = 1◦ and δθmod = 0.2◦

(g) δθobs = 0.5◦ and δθmod = 1◦ (h) δθobs = 1◦ and δθmod = 0.5◦

Figure B.19: Radial component of sheet current densities, Jr, as a function of latitude
for various observation and model spacings. The sheet current densities are found with
constant εM = 10−10, εA = 10−10 and dδ = 2.1◦. Left column presents overdetermined
cases, and the right column, underdetermined cases.
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(a) [0.001◦ 40◦]
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(b) [0.01◦ 40◦]
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(c) [0.1◦ 40◦]
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(d) [4◦ 40◦]
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(e) [4◦ 180◦]

Figure B.20: Model parameters as a function of index for various model and data range
found from sheet current densities, similar to Figure B.3. The results are found with a
εA = εM = 10−20 and dδ = 2.3◦.
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Figure B.21: A schematic presentation of the influence from a point source with co-latitude.
A and B indicate the lost influence due to a co-latitude range being too small [θ1 θ2].

In search of a more correct estimation of Jr, we tested this effect (Figure B.20) by choosing
different regions of latitude for both model parameters and virtual observations. The different
ranges are (a) 0.001◦ to 40◦, (b) 0.01◦ to 40◦, (c) 0.1◦ to 40◦ (d) 4◦ to 40◦ (e) 4◦ to 180◦.
All figures are found using regularization parameters, εA = εM = 10−20 and dδ = 2.3◦. The
figure is a very clear example of how the range alters the fluctuations of the model parameters
and thereby the need for regularization. The previous presented results are found using the
range given in (d), which shows that the chosen truncation parameter in this case is a clearly
unstable solution. Expanding the range equatorward (higher co-latitudes) as presented in (e)
does not change the need for regularization. It is however minimized by a poleward expansion
as presented in (a) to (c). The need for regularization seems to be directly correlated with the
inclusion of area closer to the magnetic pole, with no need for further regularization for the
range 0.001 to 40. This indicates that problems related to truncation of the Green’s function
are present for ranges starting more than 0.01◦ away from the pole. It does, however, not
improve the fit for Jr (not shown).





AppendixC

Positions of peak sheet current density

The following pages presents table values of the median QD latitudes of the peak sheet current
density, Jpeak, with activity level, Kp, and MLT for 10 years of CHAMP data and two years
of Swarm Alpha and Bravo data. The values are presented in Figure 8.10. Table C.3 and C.4
give the number of measurements in each bin.

MLT/Kp 0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8

01 21.17 21.83 22.96 23.46 25.11 27.47 25.95 26.07
03 20.28 21.89 22.78 23.75 24.82 27.25 26.52 29.89
05 17.97 20.04 21.19 21.80 23.60 25.01 26.21 25.63
07 16.48 17.54 18.39 20.09 21.29 22.43 23.22 20.77
09 16.58 16.35 17.34 18.62 19.79 20.74 21.88 20.09
11 16.72 16.03 16.38 16.77 17.58 18.79 16.78 19.21
13 15.76 14.99 16.01 18.18 18.49 19.11 23.45 23.60
15 16.13 16.18 17.07 17.83 19.98 19.67 25.72 23.92
17 16.63 17.65 18.77 19.76 22.04 23.18 27.22 29.40
19 17.95 19.58 21.11 21.98 23.48 25.48 27.69 31.28
21 19.51 20.95 22.16 22.97 23.87 23.38 27.55 27.32
23 19.67 20.69 21.48 22.23 23.05 23.66 26.48 28.49

Table C.1: Mean Jpeak as a function of MLT and Kp corresponding to Figure 8.10 for the
Northern Heimsphere.
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MLT/Kp 0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8

01 17.18 18.65 19.33 19.91 21.96 24.18 22.36 26.79
03 15.75 16.66 18.52 19.54 20.58 22.81 23.88 23.79
05 14.97 15.72 16.89 19.13 20.93 20.11 21.45 21.75
07 15.39 15.16 15.56 17.48 17.97 19.96 21.14 23.62
09 15.51 14.92 15.24 16.85 16.52 16.92 19.79 21.94
11 15.75 16.92 15.94 16.03 15.55 16.54 15.18 13.61
13 14.85 14.84 15.04 15.74 17.08 17.67 25.13 22.63
15 15.78 14.92 15.41 16.83 18.92 17.93 22.49 22.86
17 15.93 15.29 16.00 17.35 19.28 20.78 26.66 29.86
19 16.19 16.26 18.17 18.99 22.29 24.50 29.17 32.17
21 15.87 17.50 18.84 20.21 21.18 23.73 24.54 26.31
23 16.52 19.73 19.38 19.66 20.46 22.76 21.34 23.83

Table C.2: As Table C.1 for the Southern Hemisphere.

MLT/Kp 0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8

1 3366 3111 2735 1498 554 186 60 47
3 3447 3248 2351 1342 547 204 72 29
5 3636 3143 2423 1381 524 199 54 10
7 3643 3205 2449 1451 520 188 69 29
9 3620 3440 2573 1437 553 202 40 18
11 3811 3355 2561 1412 536 194 54 28
13 3421 3240 2430 1342 521 205 67 28
15 3783 3113 2350 1340 527 198 59 9
17 3523 3243 2507 1406 528 180 68 25
19 3736 3438 2492 1448 534 180 42 22
21 3857 3334 2480 1411 549 200 52 28
23 3409 3115 2695 1532 563 202 65 49

Table C.3: Number of data points used to estimate the median QD latitude of the peak sheet
current densities, given in Figure 8.10 for the Northern Hemisphere. The first column gives
the MLT, and the Kp intervals are given in the first row.
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MLT/Kp 0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8

1 3430 3174 2615 1499 549 188 65 53
3 3483 3148 2462 1390 522 206 70 29
5 3780 3246 2318 1290 544 211 56 4
7 3567 3263 2493 1397 538 166 63 21
9 3766 3404 2459 1489 516 191 43 28
11 3775 3282 2558 1438 551 205 48 32
13 3522 3215 2355 1355 562 211 66 30
15 3566 3253 2385 1400 526 184 54 12
17 3701 3215 2512 1409 517 193 57 29
19 3549 3398 2633 1474 576 209 53 20
21 3724 3259 2607 1428 512 192 49 20
23 3455 3213 2661 1405 537 182 80 42

Table C.4: As Table C.3 for the Southern Hemisphere.
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Figure C.1: Elliptic fit (blue) to median QD latitude (black) of the peak sheet current density,
Jpeak, in the Northern Hemisphere, as a function of MLT for four different Kp intervals.
Positions correspond to Figure 8.10(a). Fit values are listed in Table 8.1.
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Figure C.2: Figure C.1, continued with five additional Kp ranges.
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Figure C.3: As Figure C.1, for the Southern Hemisphere. Fit values are listed in Table 8.2.
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Figure C.4: Figure C.3, continued with five additional Kp ranges.





AppendixD

Results from intensity model

The following pages present results for the IM method for the 1st of January 2015 and 4th of
January 2015 in Figure D.1 and D.2. Figures D.3 to D.6 shows the results for the 1D SECS,
2D SECS, LCM and IM method for the 6th of November 2001 and 24th of January 2015.
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Figure D.1: IM estimates of the peak sheet current density for the 1st of January 2015,
divided into ascending (left) and descending (right) orbits.
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Figure D.2: IM estimates of the peak sheet current density for the 4th of January 2015,
divided into ascending (left) and descending (right) orbits.
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(a) Source: Juusola [2016]

45° 60° 75° 90°

QD latitude

-2000

-1500

-1000

-500

0

500

1000

1500

J 
[A

/k
m

]

(b) This thesis
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Figure D.3: Auroral sheet current densities for an western electrojet crossing, estimated
by (a) 1D SECS method, provided by Liisa Juusola [Juusola, 2016], (b) LCM and (c) 2D
SECS method, also provided by Liisa Juusola [Juusola, 2016] for the 6th of November 2011
from 04:47 to 05:13 UT (CHAMP orbit 7383). The polar crossing was during moderately
disturbed magnetic activity with a Kp value of 9−. The green line in (a) marks the 1D
SECS solution, the red, the estimated 2D SECS solution along the satellite track, and the
black, the magnetic field residuals. (b) is found using a minimization of the second order
difference of the L1 norm including a Huber weighted misfit measure. The last figure (c)
gives the full 2D SECS solution with the satellite track of Alpha and Charlie marked by the
black lines, and the sheet current density given in colour. Red marks an eastern current,
and blue, a western current, and black arrows the strength and direction of the sheet
currents. A reference arrow is printed in the bottom left corner of the figure. Estimates
given in (a) and (b) are based on Swarm A observations of the magnetic residual field.
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(a) Source: Juusola [2016]
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Figure D.4: As Figure D.3 for an eastern electrojet crossing, on the 24th of January 2015
from 11:48 to 13:22 UT (Swarm Alpha orbit 6554). The polar crossing was during slightly
disturbed magnetic activity with a Kp value of 2−.
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Figure D.5: IM estimates of the peak sheet current density for the 11th of November 2001,
divided into ascending (left) and descending (right) orbits.
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Figure D.6: IM estimates of the peak sheet current density for the 24th of January 2015,
divided into ascending (left) and descending (right) orbits.
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