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Abstract

In this thesis east-west motions of Earth’s magnetic field on time scales of centuries

to millennia and associated patterns of field evolution at the core surface are studied.

The hypothesis that hydromagnetic waves in Earth’s core contribute to such changes is

investigated by comparing analysis of historical and archeomagnetic observations with

predictions from analytical and numerical wave models.

Geomagnetic field models are analysed in order to quantify the characteristics of radial

magnetic field (Br) evolution at the core surface. In the historical model gufm1, spatially

and temporally coherent (wave-like) patterns are identified in Br. Particularly striking

is a low latitude signal with azimuthal wavenumber m=5 that travels westwards at

∼17 kmyr−1. Studying the archeomagnetic model CALS7K.1, episodes of both eastward

and westward motion of wave-like patterns in Br are observed. Analysis of the evolution

of fields and underlying flows from geodynamo simulations is used to illustrate that

inability to resolve the smallest length scales of the field makes quantitative inferences

concerning the flow difficult, unless the flow is large scale. Furthermore, it is found

azimuthal motions of patterns in Br can be produced by hydromagnetic waves in the

simulations. The remainder of the thesis addresses whether hydromagnetic waves in the

core could be the origin of azimuthal geomagnetic secular variation.

Magneto-Rossby waves driven by convection (with a dynamical balance between mag-

netic forces, latitude-dependent Coriolis forces, and buoyancy forces) are proposed as a

suitable candidate for hydromagnetic waves in the core. When driven by thermal con-

vection, such waves propagate on the thermal diffusion time scale. Convection-driven

magneto-Rossby waves are found to exhibit dispersive behaviour and a dependence of

propagation speed on latitude. It is shown that such hydromagnetic waves in the core

could produce wave-like patterns in Br in two ways. One mechanism involves the dis-

tortion of toroidal magnetic field within the core by wave flows producing new, spatially

periodic and azimuthally drifting, concentrations of Br. This mechanism is investigated

using a 3D, linear, dynamical model with spherical geometry and an imposed toroidal

magnetic field. When this toroidal magnetic field is equatorially symmetric, wave-like

patterns in Br centred on the equator are obtained. Wave flows are found to consist of

alternating regions of flow convergence and divergence close to the outer boundary. A

second mechanism whereby hydromagnetic waves can produce spatially and temporally

coherent patterns in Br involves advection of existing Br by the wave flows. This mech-

anism is studied using a 1D, diffusionless, analytical model and a 2D numerical model

on a spherical surface including limited magnetic diffusion. It is found that propagating

concentrations in Br are produced that pulsate in amplitude if the wave propagation

speed is faster than the fluid motions within the wave. Both mechanisms could feasibly

be involved in producing the wave-like patterns in Br identified at the core surface.
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The wave modelling results are used as a guide to indicate whether azimuthal motions

of the spatially periodic patterns in Br at the core surface are a result of wave prop-

agation or advection by azimuthal flows. The propagation speeds of convection-driven

magneto-Rossby waves are found to be too slow to account for observed field motions.

Furthermore, no evidence for dispersive behaviour or for systematic latitudinal trends

in azimuthal speeds associated with magneto-Rossby wave propagation are found dur-

ing analysis of geomagnetic field models. It is therefore suggested that advection by

azimuthal flows, perhaps driven by thermal or magnetic winds, could be responsible for

the observed azimuthal magnetic field motions.

In summary, a scenario consistent with both observations and theoretical modelling is

proposed. Hydromagnetic waves driven by convection exist in Earth’s core and produce

spatially periodic patterns in Br by distorting toroidal magnetic fields into new Br and

concentrating existing Br at points of flow convergence. These patterns move either

westwards or eastwards producing geomagnetic secular variation primarily as a result of

advection by azimuthal flow in the core.
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Chapter 1

Introduction

1.1 Overview

Earth possesses a global magnetic field that shields the planet from the effects of the

solar wind (Jacobs, 1974; Kivelson and Russell, 1995; Langel and Hinze, 1998). This

geomagnetic field is not static, but fluctuates on a wide range of time scales from seconds

to millions of years (Bloxham, 1995). Changes occurring over decades to millennia are

known as geomagnetic secular variation and have their origin in motions of liquid metal

in Earth’s core. This thesis focuses on the mechanism behind east-west motions of the

geomagnetic field and on the hypothesis that this involves hydromagnetic wave motions

in the core.

In this introductory chapter the background to the thesis is given. The observed nature

of Earth’s magnetic field and its origin in the outer core are described. Possible core

dynamics governing magnetic field evolution are discussed, with particular attention

given to the wave hypothesis of geomagnetic secular variation. Finally the aims of the

thesis are set out and an outline of its structure is given.

1.2 Earth’s magnetic field

1.2.1 Observations of the geomagnetic field

The presence and structure of a magnetic field can be deduced by measuring the force it

exerts on moving charged particles and how this varies with location. The geomagnetic

field is today measured by high precision vector and scalar magnetometers (see, for

examples, Forbes (1987)) in a worldwide network of geomagnetic observatories as well as

by the Earth observing satellites Ørsted, CHAMP and SAC-C. The vector geomagnetic

field B can be described by its strength in particular directions (northwards (X = −Bθ),

eastwards (Y = Bφ) and radially inwards (Z = −Br)), or by the angle between its

orientation in the horizontal plane and the northward direction (declination D), the
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angle between its orientation and the horizontal plane at Earth’s surface (inclination I),

and the total intensity of the field (F = |B| = (X2+Y 2+Z2)1/2). Measurements of these

components made at different locations are collected and used to produce geomagnetic

field models (see, for example, Langel (1987)). An example of the D and F components

of the IGRF (International Geomagnetic Reference field) at Earth’s surface for the year

2000 A.D. (Mandea and Macmillan, 2000) is presented in figure 1.1.

(a) Declination D (b) Total intensity F
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Fig. 1. Contour maps of the IGRF 2000 for D component (Winkel’s Tripel projection).

Fig. 2. Contour maps of the IGRF 2000 for H component (Winkel’s Tripel projection). Note that the apparent singularity in the northern polar region is
an artifact of the plotting routine.

Fig. 3. Contour maps of the IGRF 2000 for Z component (Winkel’s Tripel projection).
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Fig. 7. Contour maps of the IGRF 2000 for F component (Winkel’s Tripel projection).
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Figure 1.1: The geomagnetic field at Earth’s surface in 2000 A.D.
The declination D in (a) and the total intensity F in (b) of the geomagnetic field at
Earth’s surface in 2000 A.D. from the eighth generation IGRF (Mandea and Macmillan,
2000). Contours of D are in degrees with dashed lines indicating negative values (mag-
netic north to the east of true north means positive D) while in (b) the contours of F
are in nano-Tesla (nT). Plots are in Winkel’s Tripel projection.

The positions of convergence of contours of D in figure 1.1a are the magnetic north

and south poles indicated by navigational compasses. The high amplitude of F at high

latitudes and its low amplitude at low latitudes in figure 1.1b shows the predominantly

dipolar structure of the field at Earth surface. A consequence of the low F observed at

South America is that solar radiation affects satellites most severely above this position.

Understanding the structure of the geomagnetic field and its changes is therefore impor-

tant not just from the standpoint of scientific curiosity, but also to telecommunication

and other industries reliant on the operation of near-Earth satellites.

In the past 1000 years humans have made direct measurements of the geomagnetic

field using a variety of techniques. The first known observations of the direction of the

geomagnetic field were made by the Chinese scholar Shen Kua in 1088 A.D. (Needham,

1962) but only isolated observations were made before the 16th century when use of

compasses for long maritime voyages became widespread. Carl-Fredrich Gauss (1777

A.D.— 1855 A.D.) devised a method for measuring the intensity of the geomagnetic

field, stimulating the establishment of a global network of geomagnetic observatories by

1840 A.D.. Magnetic surveys of remote parts of the globe provided valuable additional

measurements before true global coverage was achieved in the satellite era, most notably

using vector field measurements made during the Magsat mission in 1980. Jackson et al.

(2000) have constructed a time-dependent geomagnetic field model for the interval 1590
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A.D. to 1990 A.D. using all suitable observations from this interval (see appendix A).

The geomagnetic field is also recorded indirectly in magnetised rocks (both igneous and

sedimentary) as they form, and in pottery and ceramics as these are fired (see, for

example, McElhinny and McFadden (2000)). Such paleomagnetic and archeomagnetic

observations allow the behaviour of Earth’s magnetic field to be studied over time scales

of thousands to millions of years. Unfortunately, these sources can usually only provide

information on the gross features of the geomagnetic field, because of the small numbers

of records that exist at any particular time and the large uncertainties inherent in the

measurements. Such observations do however indicate that Earth’s global magnetic field

has been present for at least the past 3.5 billion years (Hale, 1987; Layer et al., 1996)

and that it has been predominantly dipolar for much of that time.

1.2.2 Geomagnetic secular variation

The geomagnetic field varies on wide range of time scales. At the highest frequency end

of the spectrum are changes over seconds to days caused by the dynamic interaction

between the geomagnetic field and the solar wind far above Earth’s surface. These rapid

external variations take place about a relatively slowly varying main (internal) field that

is the focus of attention in this thesis.

On time scales of about a year, abrupt changes in the second time derivative of the field

are observed in geomagnetic observatory records. These geomagnetic secular variation

impulses or jerks (Courtillot et al., 1978; Courtillot and Le Mouël, 1984) are of global

extent (Alexandrescu et al., 1996), and have been shown to have their origin inside the

Earth (Malin and Hodder, 1982). Geomagnetic jerks are correlated with changes in the

length of day (Holme and deViron, 2005) and can be explained as a superposition of rigid,

axisymmetric motions of the fluid outer core known as torsional oscillations (Bloxham

et al., 2002).

On time scales of centuries to millennia, undoubtedly the most obvious change in the

geomagnetic field is an east-west (azimuthal) motion of contours of D. This aspect of

geomagnetic secular variation is commonly referred to as ‘the westward drift’ because the

azimuthal motion observed since the advent of systematic observations has been in the

westward direction. The westward drift was noted by Halley (1692) who felt it provided

evidence for motions deep within the Earth. Later this drift was quantified by Bullard

et al. (1950) and Vestine and Kahle (1968) who estimated its speed to be ∼ 0.2 degrees

longitude per year. Bloxham et al. (1989) showed that the westward drift is not globally

uniform, but is instead associated with the motion of particular field concentrations

found primarily in the Atlantic hemisphere. Wardinski (2005) has recently shown that

from 1980 A.D. to 2000 A.D. the westward drift had an average value of 0.11 ◦yr−1,

being significantly faster at low latitudes (0.22◦yr−1). The westward drift is most easily
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seen by comparing maps of the declination D at Earth’s surface from different epochs.

Such maps from 1600 A.D. and 350 years later in 1950 A.D., constructed using the

model gufm1 of Jackson et al. (2000), are presented in figure 1.2. The agonic1 line at the

boundary between positive D (blue) and negative D (orange) has moved from the tip

of South Africa in 1600 A.D. westward to South America by 1950 A.D. This azimuthal

motion is a first order property of Earth’s magnetic field and its origin is the subject of

this thesis.

(a) Declination D in 1600 A.D. (b) Declination D in 1950 A.D.

Figure 1.2: Westward drift of the geomagnetic field from 1600 to 1950 A.D.
Declination D at Earth’s surface in 1600 A.D. and 1950 A.D. at Earth’s surface from
the model gufm1 of Jackson et al. (2000) showing the westward azimuthal motion of
the geomagnetic field over a 350 year time interval. Plots are in Lambert equal area
projections of the Atlantic and Pacific hemispheres.

As well as changes in the direction of the geomagnetic field, there have been striking

changes in its intensity since instrumental records of the full vector field began 150 years

ago. Over this time the axial dipole field strength has decreased by about 10 % at

an average rate of 16nTyr−1 (Gubbins, 1987; Bloxham et al., 1989). The origin of this

change is uncertain, but it is consistent with fluctuations in field intensity (and direction)

observed in indirect archeomagnetic and paleomagnetic observations over the past 2

million years (see, for example, Valet (2003), Valet et al. (2005)). These observations

suggest that the geomagnetic field is fundamentally rather unstable (Gubbins, 1999).

The most dramatic fluctuations of Earth’s magnetic field are the irregular polarity re-

versals that have punctuated its history. During such events the axial dipole component

of the geomagnetic field changes sign and the field intensity drops by up to 75 % (see,

for example, Merrill and McFadden (1999)). Reversals are thought to take around 5000

to 10000 years to occur2, which though slow on human time scales is very rapid in ge-

ological terms. The longest time scale variations associated with the geomagnetic field

are modulations in the rate at which reversals occur (McFadden and Merrill, 1984; Ja-

cobs, 1994). The most striking instance of this modulation is the existence of very long

1where D = 0◦.
2though the time can be as short as 2000 years at low latitudes (Clement, 2004).
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intervals when no polarity reversals occurred, such as the Cretaceous superchron from

120 to 83 million years ago. The link between the mechanisms producing polarity rever-

sals and geomagnetic secular variation (including westward drift) remains unclear, but it

seems likely that the underlying causes are in some way coupled (Gubbins, 1987; 1994).

Studying changes in the magnetic field over the past 400 years should therefore lead to

an improved understanding of the mechanisms producing field evolution over longer time

scales.

1.3 Origin of the geomagnetic field in Earth’s outer core

1.3.1 Internal source of the geomagnetic field

Using Gauss’s mathematical theory of a magnetic field in a source free region (i.e. with

no moving charged particles or electrical currents) it is possible to separate the magnetic

field at Earth’s surface into internal and external parts (see, for example, Langel (1987)).

When this separation is carried out it is found that (except during times of geomagnetic

storms induced by solar disturbances) over 97 % of the field has an internal origin (Sabaka

et al., 2002; 2004). One commonly used method for finding the depth of internal field

sources is to determine where the spatial power spectrum of the magnetic field (|B|2

versus spherical harmonic degree l) becomes flat3. For the large scale field this occurs at

the depth when Earth’s convecting, liquid outer core is reached4. Figure 1.3 shows the

gross structure of the interior of the Earth as inferred by seismologists.

Figure 1.3: Structure of Earth’s interior inferred from seismology.
Schematic picture of the interior of the Earth, showing the crust, mantle, fluid outer core
and inner core. The radius of the Earth is 6123 km, the outer core begins at a radius of
approximately 3485 km. Adapted from Glatzmaier and Olson (2005).

3The power spectrum for spherical harmonic degrees l > 13 is flat at Earth’s surface because on
length scales < 3000km magnetised rocks in the lithosphere dominate the magnetic field observed there.

4Studies of seismic waves travelling through the solid Earth suggest the fluid outer core begins at a
radius of ∼3485km from the centre of the planet (Dziewonski and Anderson, 1981).
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The origin of the geomagnetic field in Earth’s liquid core has been confirmed by the

elegant study of Hide and Malin (1981). They were able to estimate the radius of the

internal source region using geomagnetic secular variation observations. Their result

agreed very well with the seismologically determined outer core radius. This study

also suggested that Earth’s mantle must be a rather good electrical insulator, providing

justification for considering Earth’s magnetic field in the mantle as a potential field.

Further evidence suggesting that the mantle is a good electrical insulator comes high

pressure mineral physics experiments which imply that the electrical conductivity is

likely to be less than 10 Sm−1 (Shankland et al., 1993) above the mineralogically distinct

D′′ layer present at the base of the mantle.

Adopting this assumption that the mantle is to first order an electrical insulator, it is

possible (with suitable regularisation; for a discussion of this concept see Parker (1994))

to downward continue the geomagnetic field to the edge of its generation region at the

core surface. Figure 1.4 shows a contour map of the radial magnetic field Br at the

core surface in 2000 A.D. obtained by downward continuing a model constrained by

observations made by the Ørsted satellite. Red colours represent regions where radial

magnetic field exits the core, blue colours represent regions where radial magnetic field

enters the core; the intensity of the colour indicates the concentration of field lines.
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Figure 1.4: Radial magnetic field Br at the core surface in 2000 A.D.
Using data from the Ørsted satellite, Jackson (2003) constructed this high resolution
image of Br at the core surface using a maximum entropy norm as regularisation when
inverting to find a geomagnetic field model at the core surface. The map projection is
Aitoff equal-area projection and the scale is in µT.

The magnetic field at the core surface is considerably more complicated than that at

Earth’s surface, with more small scale structure visible and the field amplitude varying

between ±1×106nT compared to ± 55000nT at Earth’s surface. At high latitudes in both

hemispheres (under Canada, Siberia and under the antipodal sites close to Antarctica)

high amplitude field concentrations are observed. Close to the geographical equator a

series of high amplitude positive Br features are observed stretching from under the
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Indian ocean through Africa and the Atlantic ocean towards South America. A similar

series of high amplitude negative Br features are found around 20◦N. A pair of features

whose field lines are in the opposite direction to the surrounding field (reversed flux

features) are also present in the southern hemisphere, with one feature under the tip of

South America being particularly prominent.

Similar maps of the magnetic field at the core surface can be constructed using historical

observations from the past 400 years (the gufm1 model of Jackson et al., 2000) and also

at lower resolution using archeomagnetic, lava and lake sediment data from the past 7000

years (the CALS7K.1 model of Korte and Constable, 2005). These models show that

many core surface field features are not static. This field evolution is the signature at

the core surface of the geomagnetic secular variation observed at Earth’s surface. At low

latitudes and particularly in the Atlantic hemisphere many field features are observed to

move azimuthally westwards causing the westward drift of the magnetic field observed at

the surface (Bloxham et al., 1989). Equator to pole motion of reversed flux features and

their simultaneous intensification is also observed, and appears to be correlated with the

decay of the axial dipole moment observed at Earth’s surface (Gubbins, 1987). Having

mapped the magnetic field and its changes at the core surface one is led to wonder what

is happening in Earth’s core to generate the global magnetic field and cause the observed

patterns of field evolution.

1.3.2 Physical properties of the outer core

Earth’s core is the most inaccessible part of the planet. It can only be probed remotely

using seismology, gravity and magnetic fields, and using inferences from its rotational

properties. Geochemists attempt to determine its composition by comparing chondritic

meteorite compositions to the known compositions of the crust and mantle (the core

being the missing link), while mineral physicists perform high pressure, high temperature,

experiments and quantum mechanical calculations to determine the likely properties of

materials located there. From these various approaches a consistent picture of conditions

in Earth’s core is beginning to emerge.

The outer core is believed to consist primarily of liquid iron (or perhaps an iron-nickel

alloy) with approximately 10 % of its composition being due to light elements (Birch,

1964; Masters and Shearer, 1990). The light elements are thought to be either silicon,

sulphur, or oxygen (Allègre et al., 1995). Carbon, hydrogen and potassium may also be

present in smaller quantities (McDonough and Sun, 1995). The pressure at the boundary

between the inner and outer core is estimated to be approximately 330GPa and the

temperature there is thought to be approximately 5600K (Alfé et al., 2002). Under

these conditions the liquid iron in the outer core is expected to have a low viscosity

comparable to that of water at room pressure and temperature (Poirier, 1994; de Wijs

et al., 1998) and to be an excellent electrical conductor (Secco and Schloessin, 1989;
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Poirier, 1994).

1.3.3 Energy sources and core motions

The liquid iron in Earth’s core is thought to be undergoing vigorous motion. On short

time scales of hours to days disturbances driven by core-mantle coupling and tidal forcing

will produce a broad spectrum of internal gravity and inertial waves (Aldridge, 2003). It

has been suggested that precessional and tidal strains could produce instabilities leading

to large amplitude flows in the core (Malkus, 1994). On longer time scales the presence

of a variety of energy sources suggests that convection is occurring in the outer core.

These energy sources include secular cooling of the core in the aftermath of planetary

formation, release of latent heat and buoyant light material at the inner-core boundary

as the inner core solidifies, and radioactive heating (see, for example, Gubbins et al.

(2003; 2004); Roberts et al. (2003)).

Due to the very low viscosity of liquid iron in the core, vigorous convective motions

are expected to be dominated by the influence of the Coriolis forces (a consequence of

planetary rotation) and the strong magnetic fields present there. Nonlinear interactions

between flow, magnetic and buoyancy fields will produce complex, time-dependent flow

patterns. The presence of magnetic fields in an electrically conducting fluid also permits

a class of fluid motions known as hydromagnetic waves. These arise because the dis-

tortion of magnetic fields by fluid motion produces a magnetic (Lorentz) force opposing

that distortion. In combination with fluid inertia this magnetic restoring force leads to

transverse wave motions (Alfvén, 1942). The form of these hydromagnetic waves will be

strongly influenced by rapid rotation (Lehnert, 1954), unstable stratification (Braginsky,

1964), and spherical geometry (Hide, 1966) all of which are thought to be important in

Earth’s outer core.

1.3.4 The geodynamo mechanism

The generation of the geomagnetic field in Earth’s core is now fairly well understood

thanks in particular to recent advances in computational modelling (see, for example,

Roberts and Glatzmaier (2000a)). The high temperatures in the core and the time-

dependence of the observed field rule out an explanation in terms of permanent mag-

netism. Instead, a mechanism producing a rapidly evolving, self-sustaining, magnetic

field is required. A dynamo explanation is the only reasonable candidate for such a

mechanism (see, for example, Gubbins and Masters (1979)). A dynamo is a system that

converts kinetic energy into magnetic energy by motional induction given some initial

seed magnetic field (Roberts, 1994). Motions of electrically conducting fluid in Earth’s

core moving through a weak pre-existing magnetic field (e.g. the inter-planetary mag-

netic field) will generate electrical currents. These electrical currents produce magnetic
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fields and, if the fluid flows are in a suitable configuration, these will reinforce the exist-

ing magnetic field leading eventually to a much stronger field. Fluid motions in Earth’s

core that will be strongly affected by rotation appear ideally suited to act as a dynamo,

in what is referred to as the geodynamo mechanism. In the next few paragraphs the

history of attempts to model the geodynamo will be outlined.

Larmor (1919) was the first to propose the idea that a self-exciting dynamo mechanism

could be responsible for Earth’s magnetic field. Cowling (1934) dealt the proposal a blow

by proving that purely axisymmetric magnetic fields could not act as a dynamo, but El-

sasser (1946) and Bullard (1949) showed that Earth’s magnetic field could evade Cowl-

ing’s theorem by virtue of its observed non-axisymmetry. Bullard and Gellman (1954)

developed a formalism for solving the equations of magnetic induction which proved

useful for numerical computation and which permitted the demonstration of whether

specified flows would produce dynamo action (kinematic dynamo theory). The existence

of dynamo action in a sphere was finally proven by Herzenberg (1958) and Backus (1958),

though both employed rather unrealistic flows. Kinematic dynamo theory has become a

useful tool in efforts to understand magnetic field generation and reversal mechanisms.

Recent work has focused on flows likely to arise from convection. Systematic parame-

ter regime investigations of 3D kinematic dynamos have now been carried out (see, for

example, Gubbins et al. (2000)).

The first numerical models of the geodynamo to self-consistently incorporate buoyancy

driven flows and magnetic field generation taking into account all couplings and feedbacks

in a 3D spherical geometry were independently produced by Glatzmaier and Roberts

(1995) and Kageyama et al. (1995). Various groups have since developed similar models

(Christensen et al., 2001). These models have been remarkably successful in reproducing

Earth-like magnetic field features such as dipole domination, reasonable field intensity,

drifting field concentrations at the core surface and even reversals. Unfortunately, these

models are operating in a dynamical regime remote from that expected in the core —

their rotation rates are too slow and turbulent effects are often included in a rather

ad-hoc manner (Jones, 2000). It is therefore difficult to judge if the success of such

models is merely a coincidence, or whether Earth-like behaviour becomes inevitable

once there is the correct representation of spherical shell geometry, convection and the

size ordering of the forces (magnetic, buoyancy and Coriolis similar magnitude, inertial

and viscous weaker). To evaluate the success of these models and to decide which of

the various methods is to be preferred, quantitative comparisons to both geomagnetic

and paleomagnetic observations are of paramount importance (see, for example, Dormy

et al. (2000) or Kono and Roberts (2003)).

One weakness of such computationally demanding numerical dynamo models is that they

are extremely complex. Whilst they produce Earth-like behaviour, so many processes are

interacting that it becomes hard to isolate the basic mechanisms of interest. It is therefore
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important that investigations of simpler models of particular aspects of magnetic field

generation and evolution are carried out as was advocated by Hide (2000).

1.3.5 Causes of geomagnetic secular variation, flow at the core surface and changes
in the length of day

Within the framework of the geodynamo mechanism, core motions and magnetic diffusion

are the origin of the slow changes observed in Earth’s magnetic field. The patterns of

Br observed at the core surface can be altered by core motions both when new Br

is produced by the distortion of toroidal magnetic field lines (those contained entirely

within the core), or when motions close to the core surface rearrange pre-existing Br.

Most recent quantitative attempts to interpret geomagnetic secular variation have fo-

cused on the latter process. Following Roberts and Scott (1965) it can be assumed that,

on time scales much shorter than the magnetic diffusion time scale, field evolution is

entirely a result of frozen flux advection (for an introduction to this assumption see Mof-

fatt, (1978) or Davidson, (2001) while Love, (1999) discusses its limitations). Adopting

the frozen-flux approximation along with an additional dynamical constraint one can

invert from geomagnetic secular variation to obtain a regularised solution for the flow

at the core surface that is capable of rearranging Br to produce the observed changes

in Br. Various dynamical constraints have been used for this purpose including steady

flow (Voorhies and Backus, 1985), steady flow in a drifting reference frame (Holme and

Whaler, 2001), tangentially geostrophic flow5(LeMouël, 1984) and toroidal flow6 (Lloyd

and Gubbins, 1990). An example of the result of a time dependent core flow inver-

sion over the interval 1840 A.D. to 1990 A.D. (using a tangential geostrophy dynamical

constraint) from Jackson (1997) is presented in figure 1.5.

Noteworthy features include the circulations under the southern Atlantic ocean, the

weak eastward flow under the Indian ocean, oscillatory motions at low latitudes espe-

cially under Indonesia, and the predominantly westward flow near the equator under

the Atlantic ocean. Interpretations of geomagnetic secular variation based on core flow

inversions ascribe the westward motion of magnetic field features in the Atlantic hemi-

sphere to advection by these low latitude flows (see, for example, (Bloxham and Jackson,

1991)).

Evidence for the reliability of the time-dependent, axisymmetric part of the flows ob-

tained by inverting geomagnetic secular variation comes from changes in the rotation

rate of Earth (referred to as changes in the length of day). Jault et al. (1988) and Jack-

son et al. (1993) demonstrated that changes in the length of day in the 20th century

could be accounted for by considering the conservation of angular momentum of the

5when magnetic forces are neglected to first order and the tangential component of the Coriolis force
balances tangential pressure gradients at the core surface.

6when fluid motions are purely tangential and there is no fluid upwelling or downwelling.
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Figure 1.5: Flow at the core surface from 1840 to 1990 A.D.
Result from Jackson (1997) of a time-dependent, tangentially geostrophic, weakly regu-
larised core flow inversion covering the interval 1840 A.D. to 1990 A.D.. The dots show
initial positions of fluid particles in 1840 A.D. and the lines the subsequent motion of
these particles over the next 150 years.

core-mantle system. Core angular momentum was calculated from the time-dependent,

axisymmetric component of tangentially geostrophic core flow inversions, assuming that

these flows were invariant on cylindrical surfaces within the core7.

The dynamical mechanism underlying the coupling between the core and the mantle has

proven difficult to pin down. Topographic features (bumps) at the core-mantle boundary

would produce pressure gradients that could produce the required coupling (Hide, 1967;

1989; Jault and LeMouël, 1989) though this remains controversial (Kuang and Bloxham,

1993; Kuang and Chao, 2001). Electromagnetic core-mantle coupling could produce the

required torque provided that a thin, highly electrical conducting layer exists at the base

of the mantle (Holme, 1998a;b; 2000). Alternatively, gravitational coupling between the

mantle and the inner core (Buffett, 1996a;b; Buffett and Glatzmaier, 2000) could be the

important mechanism provided that the viscosity of the inner core is not too low (Buffett,

1997). Recent studies (Mound and Buffett, 2003; 2005) suggest that a combination of

gravitational coupling along with electromagnetic coupling is the most plausible scenario,

though there have also been indications that viscous coupling could be important (Brito

et al., 2004) due to the turbulent nature of flow in the core.

Despite the success of correlations between the time-dependent axisymmetric compo-

nent of the inferred core flows and changes in the length of the day, doubts remain about

whether such inversions also successfully model the origin of other components of geo-

magnetic secular variation. By studying inversion of known flows in geodynamo models,

7Normal modes of such rigid, almost geostrophic, time-dependent, axisymmetric flows called torsional
oscillations were first described by Braginsky (1970). Dynamical considerations suggest torsional oscil-
lations should exist in Earth’s core (Taylor, 1963; Bloxham, 1998) and they are capable of explaining
geomagnetic jerks (Bloxham et al., 2002).
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Rau et al. (2000) have demonstrated that the retrieved flows can contain spurious fea-

tures, especially at low latitudes where wave propagation can be incorrectly interpreted

as intense azimuthal flow. The role and extent of field evolution mechanisms involving

expulsion and magnetic diffusion (Allan and Bullard, 1966; Bloxham, 1986; Gubbins,

1996) is difficult to quantify, but such processes seem likely to be important for explain-

ing episodes of growth and decay of field features at the core surface (Bloxham and

Gubbins, 1986; Gubbins, 1987).

Most importantly for this thesis, interpretations of geomagnetic secular variation based

on core surface inversions do not take into account the role that hydromagnetic waves

could play in producing drifting patterns of Br at the core surface. In order to place

any confidence in the results of core flow inversions (particularly at low latitudes) the

influence of hydromagnetic waves in Earth’s core on geomagnetic secular variation must

be understood.

1.4 Hydromagnetic waves in the core and geomagnetic secular variation

1.4.1 An example of a hydromagnetic wave in the core and its possible effects

Hydromagnetic waves are propagating disturbances that exist in electrically conducting

fluids permeated by magnetic fields as a result of the elasticity endowed to the fluid

by the presence of a strong magnetic field8. In a rapidly rotating fluid these waves

can operate on very slow time scales if the Coriolis force acts to balance the magnetic

restoring force. In Earth’s core such waves could arise either as a free oscillation in

response to perturbation (for example by boundary topography) or as a manifestation

of instability either in the flow, in the magnetic field or in the density field.

The magnetic field in Earth’s core is thought to have a strong azimuthal component

(Roberts, 1978). Hydromagnetic waves would result from the distortion of this field.

The flow pattern associated with these waves would probably be columnar in structure

because of the influence of strong Coriolis forces on fluid motions. The wave and its

signature, a spatially coherent pattern of disturbance in the magnetic field and in the

flow, would propagate azimuthally following the magnetic field line9. Figure 1.6 is a

schematic depiction of the form such a hydromagnetic wave might take in Earth’s core.

The distortion of the magnetic field inside the core will have a radial component that

will be visible as a regular perturbation of Br at the core surface. The wave flow pattern

will also rearrange pre-existing Br at the core surface. These spatially coherent patterns

of Br will then move along with the wave in the core generating geomagnetic secular

8In this thesis, the term ‘hydromagnetic wave’ is used to describe a wave mechanism involving both
fluid motions and magnetic fields. The mechanism underlying hydromagnetic waves in Earth’s core may
also involve the effects of rotation, buoyancy forces, and spherical geometry (see chapter 6).

9Hydromagnetic waves can arise due to the distortion of a magnetic field line of any orientation, so
are not in general restricted to travel azimuthally.
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Figure 1.6: A possible hydromagnetic wave in Earth’s core.
Thin black lines represent the observed magnetic field lines outside Earth’s core, the
thick black line represents a distorted azimuthal magnetic field line in the core, with the
blue columns representing the concomitant hydromagnetic wave flow. The red arrow
shows a possible propagation direction for the hydromagnetic wave.

variation which would be observed at Earth’s surface.

This hypothetical, qualitative, scenario suggests that the idea of hydromagnetic waves

in Earth’s core producing changes in Earth’s magnetic field merits further investigation.

1.4.2 Previous studies linking hydromagnetic waves and geomagnetic secular variation

The hypothesis that hydromagnetic waves in Earth’s core might influence the geomag-

netic field is not new. Braginsky (1964) was the first to suggest a link between hydro-

magnetic waves and geomagnetic secular variation, while Hide (1966) made a similar

suggestion but also including the effect of spherical geometry on such waves. Both Hide

and later Braginsky attempted to compare the predictions of simple hydromagnetic wave

theories to available observations of geomagnetic secular variation.

Hide (1966) identified three major factors in favour of the wave hypothesis: (i) hydro-

magnetic waves modified by rotation could have periods comparable with the time scale
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of geomagnetic secular variation; (ii) such waves could have dispersion times compa-

rable with the time scale of geomagnetic secular variation; (iii) such waves could have

dispersion characteristics (shorter wavelengths travelling faster) compatible with geo-

magnetic secular variation. His observational analysis was based on the mean westward

drift rates of spherical harmonics up to degree 4 (from seven previous publications span-

ning 135 years from 1830 to 1965). Despite the failure of detailed comparisons between

the predicted and observed drift rates for individual spherical harmonics, Hide’s study

was instrumental in persuading many geophysicists that a hydromagnetic wave origin

for geomagnetic secular variation was a viable proposition.

Braginsky (1967;1972;1974) sought to confirm the wave hypothesis by comparing his own

theoretical predictions of the spectrum of diffusionless, convection-driven hydromagnetic

waves in a rapidly rotating fluid (he called these MAC or Magnetic Archimedes Coriolis

waves) to an observationally inferred spectrum of geomagnetic secular variation. The

observational spectrum was determined by fitting a superposition of stationary fields

and azimuthally travelling waves to time series of geomagnetic field spherical harmonic

coefficients up to degree and order 2, inferred from a selection of historical and archeo-

magnetic data covering the past 2000 years. A reasonable fit of the model to the data

was found to be possible using travelling waves with periods of 1560, 1040, 780, and 520

years. Unfortunately, the reliability and internal consistency of the observations used in

these studies is questionable, as was the strategy of determining model parameters by

simple least squares fitting to incomplete data with large (and uncertain) errors. How-

ever, given the poor quality of data available in the early 1970’s, Braginsky’s efforts were

important in demonstrating that the hydromagnetic wave hypothesis was compatible

with observations.

Since the studies of Hide and Braginsky there has been no concerted effort to re-evaluate

the worth of the wave hypothesis of geomagnetic secular variation. The past 30 years

has seen significant advances in observational knowledge of Earth’s magnetic field and

its evolution, as well as in the ability to model the geodynamo and core dynamics in-

cluding hydromagnetic waves. This thesis attempts to utilise these advances to provide

a contemporary perspective on the issue of hydromagnetic waves as a source of geomag-

netic secular variation. This study therefore has implications for both our understanding

of azimuthal motions of the geomagnetic field and for core dynamics on time scales of

centuries to millennia.

1.5 Thesis aims and structure

The aim of this thesis is to answer in as rigorous a manner as possible the following ques-

tions regarding hydromagnetic waves in Earth’s core and their influence on geomagnetic

secular variation.
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(i) Can hydromagnetic waves exist in Earth’s outer core?

(ii) What would be the properties of hydromagnetic waves in Earth’s core?

(iii) How would hydromagnetic waves in the core influence the evolution of Br at the

core surface and hence geomagnetic secular variation?

(iv) Is there any evidence supporting the existence of hydromagnetic waves in Earth’s

outer core?

(v) Can study of such wave motions shed any light on the origin of apparent hemi-

spherical differences in secular variation?

The structure of this thesis does not follow the logical sequence suggested by these ques-

tions. The rationale behind this decision is that in geophysics observations are the fun-

damental knowledge which are subsequently interpreted from a theoretical standpoint.

The first half of the thesis is therefore devoted to analysis of models of the evolution

of the geomagnetic field derived from observations and to the analysis of similar results

from dynamo simulations. Having established the observational facts and their possible

limitations, the second half of the thesis concentrates on theoretical models of hydro-

magnetic waves and investigates how these could influence the evolution of Br at the

core surface. Each chapter focuses on a particular issue and is designed to address this

in a rigorous manner.

The thesis begins in chapter 2 by describing the development and testing of a suite

of techniques for analysing the evolution of scalar fields on a spherical surface. These

methods are applied to the historical geomagnetic field model gufm1 in chapter 3, to the

archeomagnetic field model CALS7K.1 in chapter 4 and to output from two convection-

driven geodynamo models in chapter 5. In chapter 6 a review of previous theoretical

studies of hydromagnetic waves in a rapidly rotating fluid is presented. Chapter 7 docu-

ments the parameter dependence of simple, convection-driven, hydromagnetic waves in

a sphere and chapter 8 investigates the possible effects of wave flows on Br at the core

surface. In chapter 9 a scenario is proposed which is consistent with both theory and

observations. On this basis answers to the questions posed in this introduction are given.

The work carried out and major conclusions of the thesis are summarised, and finally

proposals for possible future tests of this scenario are suggested.
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Chapter 2

A space-time processing and spectral
analysis methodology

2.1 Overview

The traditional approach to characterising the spatial and temporal evolution of Earth’s

magnetic field has been to study the time dependence of the coefficients of the spherical

harmonic representation of the field (see, for example, Langel, 1987, Yokoyama and

Yukutake, 1991 and Backus et al., 1996). For construction of instantaneous models of

the magnetic field at the planet’s surface a spherical harmonic representation is both

mathematically expedient and physically sensible, allowing an efficient representation of

a potential field satisfying Laplace’s equation in spherical geometry (see appendix A).

Unfortunately, the fluid motions in Earth’s core and the concomitant patterns of change

produced in the magnetic field at the core surface do not satisfy Laplace’s equation. It

is therefore unlikely that an analysis of field evolution based on a spherical harmonic

representation will be the best method to gain insight into the mechanisms producing

geomagnetic secular variation.

This thesis is concerned with determining whether changes in Earth’s magnetic field

could be caused by hydromagnetic wave propagation in the outer core. Waves in other

planetary scale rotating fluids, especially the atmosphere and the ocean, have been in-

tensively studied for many years (see, for example, the recent studies by Chelton and

Schlax, (1996); Wheeler and Kiladis, (1999); Hill et al., (2000)). Successful identifica-

tion and characterisation of wave motions has been achieved by studying the space-time

properties of tracer fields on geographically localised grids. This method is a useful al-

ternative to analysis based on global expansion coefficients. It has the advantage of not

requiring the summation of many modes in order to represent geographically localised

wave motions.

In this chapter space-time processing and spectral analysis techniques used extensively in

later chapters are described in detail and tested on synthetic models. The construction
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and interpretation of time-longitude plots, frequency-wavenumber power spectra, and

of Radon transform methods is described. The use of such methods in meteorology

and oceanography is discussed in order to illustrate how they can aid identification of

wave motions in tracer fields. Removal of the time averaged axisymmetric and very

long period field components is described and justified. Finally use of these tools to

investigate geographic variations in the azimuthal speed of field features and the use of

frequency-wavenumber filtering to isolate signals of interest is described and illustrated

on the synthetic models.

2.2 Visualisation and analysis techniques

2.2.1 Griding models in space and time

The starting point for all the analysis techniques is the generation of a discrete, regular

grid of scalar field values (a generic scalar field called H is used as the basis for the

discussions in this chapter). Grid points are located over the entire spherical surface

(from 0 to 360 degrees longitude and from -90 to +90 degrees latitude). The data set is

then sampled at discrete times at each of these grid points. The grid spacing is chosen to

be 2 degrees in latitude and longitude, while the spacing in time depends on the temporal

resolution and time scale of dynamics of interest (for example, it is chosen to be 2 years

when studying the historical geomagnetic field model gufm1). Although this form of

spatial griding is not optimal at high latitudes, it is suitable for studying field motions at

low to mid-latitudes. Models of the scalar field studied typically initially consist of time-

dependent spherical harmonic coefficients that are substituted into spherical harmonic

expansions to generate the scalar field H(θi, φj , tk) at the required grid points.

2.2.2 Construction and interpretation of time-longitude (TL) plots

The longitude, latitude, time dataset that results from the regular griding procedure can

be thought of as a data cuboid. This cuboid can be sectioned and processed in whatever

manner leads to the clearest, most insightful, visualisation ofH. Latitude-longitude maps

at a particular epoch are one example of a section through the data cuboid. Another

section, previously rather neglected by geomagnetists (though see Kono et al. (2000)), is

a time-longitude (TL) section at a particular latitude. Construction of a TL plot from

maps of a scalar field H on a spherical surface is illustrated schematically in figure 2.1.

Examination of the evolution of the radial magnetic field Br at the core surface and

of the evolution of magnetic fields and flows in geodynamo models close to the outer

boundary indicates that many non-axisymmetric features often move approximately az-

imuthally perpendicular to the rotation axis. A consequence of the dominance of az-

imuthal motions is that TL sections can be used to characterise accurately the evolution
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Figure 2.1: Relation of latitude-longitude maps to time-longitude(TL) plots.
Field values at all gridded longitudes at a chosen latitude (10◦S here) are taken from
latitude-longitude maps at each discrete time interval to construct time-longitude plots
at the chosen latitude (the equator in this example).

of non-axisymmetric field features.

Hovmöller (1949) was the first to employ the technique of using TL plots to study

wave motions in a planetary scale rotating fluid. He considered the height of the 500

mb pressure level as a tracer field of atmospheric motions. The resulting TL plot is

reproduced in figure 2.2a. He visually determined the azimuthal phase speed of field

motions by following the position of crests and troughs1 (see, for example, the dashed

lines in figure 2.2a). He inferred an azimuthal group speed by following the path of

transmission of energy (proportional to squared field amplitude) by identifying paths

along which field maxima and minima are consistently observed (see the solid lines in

figure 2.2a). He used these observations to test whether the motions were consistent

with Rossby’s theory of planetary waves2 in the atmosphere (Rossby, 1939), concluding

this was the case.

1A more sophisticated way to determine phase speeds, especially useful when energy is present over a
range of frequencies and wavenumbers, is to filter so that only a single frequency component or wavenum-
ber component remains. The azimuthal speed of these features is then the azimuthal phase speed asso-
ciated with that frequency. By performing this procedure over a range of frequencies or wavenumbers,
the dispersion (frequency versus wavenumber) characteristics of the field motion can be determined.
Azimuthal group speeds associated with the speed of transmission of energy are often determined by
following peaks of the square of the field amplitude.

2Planetary (or Rossby) waves are large scale, slowly propagating, waves found in rotating fluids.
Their existence is a consequence of the restoring force that arises due to the variation of the Coriolis
force with latitude. Readers unfamiliar with these waves should consult Andrews (2000) for an accessible
introductory account.
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(a) TL plot from Hovmöller (1949) (b) TL plot from Chelton et al. (2003)
showing field motions indicative showing field motions indicative
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Figure 2.2: Time-longitude (TL) plots from meteorology and oceanography.
(a) Shows the first published time-longitude (TL) plot from Hovmöller (1949) where
contours of the geopotential height (the work required to raise a unit mass from sea
level to a certain height, divided by the global average of gravity at sea level) of the
500mb pressure level averaged over latitudes 35 to 55

◦
N were plotted for all longitudes

during November 1945. Following the motion of crests and troughs (dashed lines), the
azimuthal phase speeds were estimated while following the path of energy transmission
(solid lines) enabled the azimuthal group velocity to be estimated. (b) Shows a recent
identification by Chelton et al. (2003) of oceanic Rossby waves in a time-longitude (TL)
plot of sea surface height anomalies at latitude 5.5

◦
N and longitudes 130

◦
E to 80

◦
W

(Pacific basin). The data were derived from 8.5 years (1992 to 2001) of observations
collected by the TOPEX/POSEIDON satellite and high pass filtered to remove long
term trends.
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The era of global satellite observation has stimulated similar studies of planetary Rossby

waves in oceanography. Examples of the use of TL plots to infer the presence of az-

imuthally travelling oceanic Rossby waves can be found in studies of sea surface height

anomalies (Boulanger and Menkes, 1999; Chelton and Schlax, 1996; Chelton et al., 2003;

Cipollini et al., 1997); sea surface temperatures (Cipollini et al., 1997; Hill et al., 2000;

Sutton and Allen, 1997); and even ocean colour (chlorophyll concentrations can be en-

hanced or weakened by the Rossby waves causing meridional displacements of water

across chlorophyll gradients (Cipollini et al., 2001; Mete Uz et al., 2001; Quartly et al.,

2003)). A TL plot of sea surface height (SSH) anomalies showing the spatially and tem-

porally coherent azimuthal motions indicative of oceanic Rossby waves from Chelton et

al.(2003) is reproduced in figure 2.2b.

It is important to emphasise that sequences of azimuthally travelling field anomalies

in TL plots are not a unique signature of wave propagation. Any mechanism that

generates a series of spatially coherent highs and lows in a tracer field and is subsequently

azimuthally advected in a temporally coherent way is an equally consistent explanation

of the observations. However, in circumstances where azimuthal flows are unlikely, a

wave explanation is the simplest and most parsimonious explanation.

2.2.3 Construction and interpretation of frequency-wavenumber (FK) power spectra

Frequency-wavenumber (FK) power spectra of TL plots are an indispensable tool for

quantifying properties of azimuthal field motions. In this section, the construction of

FK power spectra, their previous use by meteorologists and the interpretation of such

spectra is discussed. An example of how FK power spectra can aid comparison to

theory is shown in figure 2.3. This example comes from the recent study by Wheeler and

Kiladis (1999) of wave motions of the equatorial troposphere observed in long wavelength

radiation measurements.

Space-time spectral studies were pioneered in the meteorological literature, motivated by

a desire to test the predictions of analytical wave theory against high quality observations

and results from numerical simulations. The techniques were developed in studies of high

resolution space-time data generated by early general circulation models (Hayashi, 1974),

and later in studies of models including assimilated observational data (Hayashi, 1974;

Hayashi and Golder, 1986; 1994). More recently, the availability of high quality satellite

data with global coverage has made it possible to perform such analyses directly on

observational data (Wheeler and Kiladis, 1999). In all such studies the approach is to

identify prominent peaks in the FK power spectrum and then to associate these peaks

with particular mechanisms of azimuthal field evolution.

Practically, constructing FK power spectra involves computing the two dimensional,

discrete Fourier transform of an array of time-longitude data taken from a scalar field
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Figure 2.3: Example of frequency-wavenumber (FK) power spectra.
Observations from satellite long wavelength radiation measurements are re-gridded into
TL plots, and separated into motions symmetric and anti-symmetric about the equator.
A 2D FFT is used to transform to FK space and spectra are stacked from 15◦N to 15◦S,
then divided by a smoothed background spectrum. Contours of the resulting power are
plotted. Superimposed are the dispersion curves for modes of equatorial waves with three
three layer depths of 12, 25 and 50 metres. Equatorially axisymmetric power is plotted
in (a), while symmetric power is plotted in (b). (from Wheeler and Kiladis, 1999)

model evaluated at a particular latitude on a specified spherical surface. First, the one

dimensional FFT (Fast Fourier Transform) is taken of columns of the data array where

each column contains a time series of the field at a sampled longitude. The resulting array

is then subjected to a second FFT, this time across the rows where each row contains a

longitude section at a particular time. Considerable care must be taken to keep track of

the index transformations involved in the FFT (for more details see Press et al. (1992)).

Having computed from the field H(x, t) the two dimensional Fourier spectrum H(k, f),

the magnitude of the Fourier coefficients defines the Fourier amplitude spectrum, while

the magnitude squared (|H|2) defines the Fourier power spectra.

In order to prevent ringing effects (where sharp edges at the start and end of the original

time series cannot be accurately represented by a finite number of Fourier coefficients so

spectral power leaks into coefficients that would otherwise be zero) both the start and

end of the time series are tapered using a cosine function, typically over a length of 10

sample points. This degrades the information at the start and end of the time series,

but makes the spectral representation more accurate3.

3In principle this degradation can be minimised by use of multi-taper methods (Percival and Walden,
1993), though application of such techniques to two dimensional data is non-trivial (Simons et al., 2005).
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The resolution limit of any discrete Fourier spectra arises because of the finite length of

the data series being analysed (see, for example, Priestley (1981)). In two dimensions

this means that frequency resolution is fundamentally limited to ∆f = 1/Nt∆t where

Nt∆t is the total timespan of the record while wavenumber resolution is limited to

∆k = 1/Nφ∆φ where Nφ∆φ is the total longitude sampled. So for example, with a time

series of length 400 years, frequency space is sampled every 0.0025 cycles per year and

it is difficult to extract reliable information concerning signals that have power between

for 0 and 0.0025 cycles per year. Similarly for the full span of 360 degrees of longitude,

sampling in wavenumber space will be 1/360 or 0.00277 degrees−1. This corresponds to

a resolution in azimuthal wavenumber of ∆m = 360
∆k=1) indicating (as expected) that

only information concerning integer angular wavenumbers is possible.

Fortunately, the interpretation of spectra can be aided by artificially increasing the

number of sample points in the record by adding zeros to the start and end of the

record. This method of zero-padding does not add any new information, but permits

interpolation of an originally coarsely discretized spectra greatly aiding interpretation

(Gubbins, 2004). In the present application, the 2D gridded data are zero-padded in

time but not in space. This is because the longitude representation is periodic (start and

end points represent the same point in physical space)and adding zeros simply destroys

this desirable periodicity. Interpretation is in practise carried out using interpolated

contour plots of the zero-padded FK power spectra. These permit visual identification

of prominent spectral peaks.

The FK spectra presented in this thesis display both positive and negative wavenumbers

corresponding to signals travelling eastwards (+k) and westwards (-k) respectively. The

2D FFT returns the spectral coefficients for both positive and negative wavenumbers (k)

and frequencies (f), but because the signal we are studying is real there is a symmetry

between signals at (k, f) and (−k,−f), so all the information is present in the +f

half-plane that is plotted.

When interpreting FK power spectra it is useful to recall the FK signatures produced by

particular patterns of interest in real space. Isolated, azimuthally moving field features

in TL plots that move at an azimuthal speed caz will produce a series of peaks in the FK

power spectra along the line f = cazk. This is because an isolated azimuthally moving

field feature in real space can only be constructed from a sum over many wavenumbers

and frequencies. In contrast, an idealised monochromatic wave consisting of a spatially

coherent wave-like pattern of field anomalies travelling azimuthally at a constant speed

has a single, well defined frequency and wavenumber and will therefore appear as a single,

sharp peak at (f , k) in the FK power spectra. Thus the presence of sharp peaks in FK

power spectra is indicative of wave patterns in real space. These points are illustrated

clearly in discussions of the analysis of the synthetic models WAVENB and SPOTNB

(see §2.3).
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In dealing with the FK power spectra of observed geomagnetic field evolution an unfor-

tunate complication is non-stationarity. This arises both from the changes in the spatial

and temporal resolution of geomagnetic field models (see, for example, Bloxham et al.

(1989)) but also from the fundamentally unsteady nature of the geodynamo (Gubbins,

1999). This non-stationarity means that definitive statements concerning the space-time

spectral content of geomagnetic field evolution calculated from field models with finite

time spans are rather limited. What can be reported is the average spectral content over

a specified interval of time. If the period studied is short compared to the time scales of

field evolution, then the spectral content reported should not be considered definitive.

Nonetheless, the spectral signature of specific field evolution episodes provides invalu-

able information on the generic mechanisms causing field evolution. This pragmatic

philosophy is adopted in this thesis when FK power spectra are interpreted.

2.2.4 Construction and interpretation of latitude-azimuthal speed (LAS) power plots,
using a Radon transform technique

FK power spectra provide valuable quantitative information and are useful in assisting in

the qualitative interpretation of field evolution, but only provide indirect estimates of the

azimuthal speeds of field features. An alternative approach, based on the automation of

the visual procedure of estimating azimuthal speeds by determining the gradient of a field

feature in TL plots, is described in this section. This method will be used extensively

in later chapters to determine the azimuthal speeds of field features as a function of

latitude.

The visual estimation of azimuthal speeds of field features in TL plots is rather subjective

and time consuming to apply to a large number of (not always clearly delineated) field

features. A more objective technique, based on use of the Radon transform (Deans,

1988), has been developed to do this. Radon transform methods are widely used in

seismology (where it is referred to as a slant-stack or τ -p transform (Pawlowski, 1997)),

in medical tomography (Shepp and Kruskal, 1978), and more relevantly in oceanography

(Chelton and Schlax, 1996; Cipollini et al., 1997; Hill et al., 2000) where it has been used

to analyse the speeds of azimuthally travelling features in TL plots of sea surface height

and temperature anomalies. These oceanographic applications provided the stimulus to

develop of the present technique.

The Radon transform of a two dimensional image (defined by an angle q) is the projection

of the image along the direction normal to a line defined by q. Mathematically it is

expressed as (Deans, 1988)

HR(q, z) =

∫

u
H(x, t)|

x=z cos q−u sin q

t=z sin q+u cos q

du (2.1)

where HR(q, z) denotes the Radon transform of a field H(x, t), (x, t) are the original
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co-ordinate axes, and (z, u) are the new co-ordinates axes after rotation clockwise by

an angle q. The action of the Radon transform on a TL plot is shown schematically in

figure 2.4.

−

Figure 2.4: Radon transform of a time-longitude plot.
The Radon transform HR(q, z) of an image H(x, t) takes the projection of the field in
the direction normal to the line defined by an angle q, with z measuring position along
the projected image (after Cipollini et al. (2004)).

Since the TL plot consists of an array of discrete values, a discrete version of the Radon

transform which finds an array of transformed values HR(qn, zm) is employed. This

implementation of the Radon transform has the origin of its coordinate axes in the

centre of the image being transformed and measures q clockwise from the x axis up to

±90◦. The discretisation of qn is in steps of 2 degrees from -90 degrees to 90 degrees. The

discretisation of zm is more complex and is arranged such that when qn=0 it matches

that in the x direction and when qn = ±90◦ it matches that in the t direction. Figure

2.5 shows an example of the application of this discrete Radon transform to a synthetic

model of field evolution on a spherical surface consisting of a wave pattern travelling

westward at 17 kmyr−1 at latitude 10◦S. In Figure 2.5, (a) shows a snapshot of the signal

on the spherical surface (100 years into the model); (b) shows the example TL plot at

10◦S and (c) shows the result following the application of the discrete Radon transform.

Having computed HR(qn, zm) each value in the array HR(qn, zm) is squared, and summed

over all m (along the z direction) to give a discrete measure of
∫
|HR|2dz. It is then

necessary to divide by a normalised correction factor C(qn) that accounts for the fact

that with a rectangular array, different numbers of grid points will be summed over for

different qm (for further details see the analytic solution for the Radon transform for a

rectangle region of constant amplitude on p.63 of Deans (1988)). If all points in a TL

plot have the same constant value then taking the discrete Radon transform, squaring
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and summing over zm produces a distribution C(qn) with a peak at qn = 0 rather than a

flat distribution (see figure 2.5c). The directional bias can therefore be corrected if one

divides
∑

m |HR(qn, zm)|2 by C(qn) so that

S(qn) =
1

C(qn)

∑

m

|HR(qn, zm)|2. (2.2)

The resulting distribution S(qn) is a directionally unbiased representation of the power

travelling per 2 degrees of angular gradient of the image (e.g. a TL plot of H) and will

have units of (nT)2 if for example H is a field measured in nT. An example of S(qn),

for the simple synthetic signal shown in figure 2.5a,b is displayed in figure 2.5e with the

strong peak at qn ∼ −15◦ corresponding to the angle the dominant signal makes to the t

axis (or that the line normal to the signal makes to the x axis, measured with a clockwise

positive convention for q).

S(qn) from TL plots at each gridded colatitude θi are combined into a single array

SL(qn, θi) (see figure 2.5f). The angles qn defining the directions associated with entries

in SL are then converted into azimuthal speeds (SL(qn, θi) → SL(vn, θi)) using the

relation

vn =
2πc

360
· sin θi · tan qn ·

∆φ

∆t
kmyr−1, (2.3)

where caz is the azimuthal speed in kilometres per year, ∆φ, ∆t are the longitude and

time grid spacings in the TL plot in degrees and years respectively, c is the radius of

the spherical surface under study in kilometres (the core surface here) and qn is the

angle under consideration that varies between -90◦ and +90◦ in steps of 2◦. Note the

resolution in velocity space is primarily determined by the values tan qn, so is best for

small qn (slow moving signals) and worst for qn close to ±90◦ (rapidly moving signals).

The transformation breaks down for very fast angular velocities because tan qn diverges

close to ±90◦. To avoid this issue the array SL is cropped, and only angles up to ±70◦ are

retained. The effect of decreasing the temporal resolution (increasing ∆t) is to decrease

the maximum velocity that can be reliably estimated.

It is also found that the present method of determining the azimuthal speed of field fea-

tures breaks down at high latitudes (at latitudes above ±70◦) where even small angular

field features spread over many longitude grid-points and can be mistakenly interpreted

as very fast moving field features. This problem is avoided by restricting SL(vn, θi) to

latitudes −70◦ ≤ θi ≤ 70◦. Finally, the SL(vn, θi) array is re-gridded using a cubic

interpolation method to be equally spaced in azimuthal speed making the determination

of speeds of field features possible by looking for the position of elements with largest

amplitude in the array. Latitude-azimuthal speed (LAS) plots of SL(vn, θi) thus show

the distribution of the power (
∫
|HR|2dz) as a function of latitude and azimuthal speed,

measured in units of (nT)2 if H is a field measured in nT (see figure 2.5g). It is im-

portant for interpretation purposes to note that this method implicitly averages over

all longitudes and times within a TL plot, but that the peaks could be due to features
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(a) Snapshot of synthetic signal
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Figure 2.5: Construction of latitude-azimuthal speed (LAS) power plots.
(a) is a snapshot (in Hammer-Aitoff equal area map projection) of a synthetic model H
of a wave at 10◦S, (b) shows a TL plot at 10 ◦S, (c) shows the result of taking the discrete
Radon transform HR(qn, zm) of (b). (d) is a plot of the bias of the power at different
qn due to the rectangular shape of the time-longitude plots (obtained by performing the
analysis on a TL plot of constant value), (e) is the bias corrected power S(qn) at each
qn from (b). (f) is a collection of plots similar to (e) for all latitudes, (g) is (f) cropped
and re-gridded to display linear velocity on a spherical surface.
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confined to a particular subset of longitude or sub-interval of time. It is only through

the application of this latitude-azimuthal speed power plot method to smaller moving

TL sub-windows (see §2.6 and §2.7) that this issue can be properly addressed.

2.3 Synthetic field models used for methodology testing

In order to develop, test and illustrate the operation of space-time spectral analysis

techniques (including TL plots, FK power spectra, LAS power plots, and various field

processing strategies) 4 synthetic datasets of scalar field evolution on a spherical surface

have been constructed. Two types of signal are studied: (i) a model of a wave motion

(WAVENB) with a spatially coherent pattern of field anomalies (of alternating signs) that

evolves in a temporally coherent manner at constant azimuthal speed; (ii) a model of an

isolated field anomaly (SPOTNB) that also moves in a temporally coherent manner at a

constant azimuthal speed. The suffix NB in each case indicates that no background field

(noise) has been added to the signals of interest. The properties of models SPOTNB and

WAVENB are displayed in figure 2.6 where snapshots of the scalar field on the spherical

surface, the TL plot at 10◦S, the FK power spectra at 10◦S, and the LAS power plots

are shown.

SPOTNB was chosen to be an isolated field feature of size 24 degrees latitude, 32 de-

grees longitude, centred at latitude 10 degrees south and moving westward at a speed

of 15 kmyr−1. WAVENB was chosen to be a model of a azimuthally moving wave pat-

tern, with wavenumber m=8, azimuthal speed of 15 kmyr−1 westward, also of width 24

degrees latitude and centred at latitude 10 degrees south. The motivation behind these

choices of synthetic field evolution models was to determine whether the perfectly known

speeds, frequencies and wavenumbers could be correctly retrieved after space-time pro-

cessing, and to see which indicators might be used to distinguish between wave motions

and drift of isolated field features. The properties of the field evolution models without

any background field added (SPOTNB and WAVENB) are displayed in figure 2.6.

Of course, the real signals that will be investigated in later chapters consist of background

noise as well as the signals of interest. To include this effect a model called BACK was

developed of the background low frequency (long period) geomagnetic field variations4.

These signals tend to obscure the decade to millennial time scale signals of interest. The

method adopted to derive this realistic background noise model was that proposed by

Wheeler and Kiladis (1999). It involves taking the field that will later be studied (Br at

the core surface from gufm1 over the interval 1590 A.D. to 1990 A.D.), and smoothing

it in the spectral domain to remove any periodic or quasi-periodic signals.

Smoothing was carried out in the spectral domain as follows. Br from gufm1 was gridded

at the core surface and TL plots constructed of the field evolution at each latitude. The

4referred to as a red noise in this context.



28 Chapter 2 — Space-time analysis

(a) SPOTNB H after 320yrs (b) WAVENB H after 320yrs
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(c) TL plot of SPOTNB H at 10◦S (d) TL plot of WAVENB H at 10◦S
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(e) FK plot of SPOTNB H at 10◦S (f) FK plot of WAVENB H at 10◦S
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(g) LAS plot from SPOTNB H (h) LAS plot from WAVENB H
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Figure 2.6: Analysis of H from SPOTNB and WAVENB field models.
SPOTNB contains an isolated drifting field feature and WAVENB contains a m = 8
azimuthally propagating wave. Plots (a) and (b) show H at the core surface after
320years (these and all subsequent snapshots in this chapter are in Hammer-Aitoff map
projection), (c) and (d) show time-longitude (TL) plots of the evolution of H at 10◦S
and (e), (f) the frequency-wavenumber (FK) power spectra |H|2 at this latitude. (g) and
(h) show the latitude-azimuthal speed (LAS) power plots of

∫
|HR|2dz.
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TL plots were both tapered and zero-padded in time5 and 2D FFT’s were taken. The

resulting FK amplitude spectra were then smoothed in both frequency (f) and wavenum-

ber (k) directions by convolution with a 1-2-1 filter6, before being inverse transformed

back in to the space-time domain. Finally the smoothed TL plots at each latitude were

collected to yield a complete synthetic space-time model of a background field evolution

(BACK) from which all strong periodic and quasi-periodic signals have been weakened.

The properties of the resulting background field (red noise) model is shown in figure 2.7

as a plot of the field on the core surface in 1910 (after 320 years), a TL plot and the

associated FK power spectra at 10◦S and a LAS power plot.

(a) BACK after 320 yrs (b) TL plot of BACK at 10◦S
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(c) FK pot of BACK at 10◦S (d) LAS power plot of BACK
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Figure 2.7: Analysis of background field evolution model (BACK).
The synthetic field model BACK is derived by smoothing the spectrum of gufm1 in
frequency-wavenumber space. (a) shows a snapshot of BACK at the core surface after
320years, (b) shows a TL plot of the field evolution at 10◦S and (c) the associated
frequency-wavenumber (FK) power spectra. (d) shows the latitude-azimuthal speed
(LAS) power plot, of BACK.

It is noteworthy that snapshots of Br from BACK at the core surface are dipole dom-

inated and include the well known, stationary high latitude flux lobes described by

Bloxham and Gubbins (1985). Additionally the snapshots show low field amplitude with

little variation in the Atlantic hemisphere: the rapid changes found here in gufm1 have

been removed by smoothing of the frequency-wavenumber amplitude spectrum. This

5See, for example, Gubbins (2004) for a discussion of these pre-Fourier transforming signal processing
techniques.

6This involves each point in the 2D Fourier amplitude spectra being replaced by (0.25 times its two
nearest neighbours (in either the F or K direction) plus 0.5 times itself).
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suggests that geomagnetic secular variation in the Atlantic hemisphere can be associ-

ated with quasi-periodic or periodic effects, that are removed by spectral smoothing. In

contrast, high amplitude field features are observed in the Pacific hemisphere, suggesting

that almost stationary field features are more prominent there.

BACK consists of the field one wished to remove in order to study field evolution mech-

anisms with time scales of centuries and shorter in gufm1. This model is therefore added

to the idealised signals SPOTNB (generating a model called SPOT) and WAVENB (gen-

erating a model called WAVE) to produce synthetic models that contain both synthetic

signals of interest as well as a realistic background field (simulated noise). SPOT and

WAVE will be used in order to test space-time field processing methodologies in the

remainder of this chapter.

The properties of the synthetic models SPOT and WAVE are presented in figure 2.8,

showing snapshots of H at the core surface after 320 years, TL plots of field evolution

at 10◦S, FK power spectra, and LAS power plots. Note that in these plots, neither of

the field evolution signals from SPOTNB or WAVENB are very prominent in snapshots

of H at the core surface, though both (and especially WAVENB) can be distinguished

by spatially and temporally coherent motions in the TL plots. The FK power spectra

for both plots are dominated by power at low frequency and wavenumbers, though the

WAVENB signal is also observed in WAVE. Neither signatures of WAVENB or SPOTNB

are visible in the LAS plots that are dominated by motions almost stationary over the

400 year timespan considered.

2.4 Removal of the time-averaged axisymmetric field

In the remainder of this chapter the processing techniques that are deployed in space-

time spectral analysis to isolate field evolution mechanisms of interest will be described,

and their effect demonstrated using the synthetic models SPOTNB, WAVENB, SPOT

and WAVE.

The first processing step towards isolating the field evolution processes of interest is the

removal of the time-averaged axisymmetric field. This is equivalent to subtracting the

arithmetic mean of the field in each TL plot; this procedure is a necessary precursor

to spectral analysis. The time-averaged axisymmetric field is unlikely to be directly

involved in the evolution of the non-axisymmetric field features that have dominated

geomagnetic secular variation at the core surface over the past four hundred years, so

can be subtracted without sacrificing information regarding the field evolution processes

of interest.

Formally, the calculation of the time-averaged axisymmetric field at a particular latitude

involves taking the arithmetic mean of all the gridded values in the TL plot, so for a

scalar field H(θi, φj , tk) at a latitude θi, where j refers to the longitude index running
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(a) SPOT H after 320yrs (b) WAVE H after 320yrs
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(c) TL plot of SPOT H at 10◦S (d) TL plot of WAVE H at 10◦S
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(e) FK plot of SPOT H at 10◦S (f) FK plot of WAVE H at 10◦S
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(g) LAS plot from SPOT H (h) LAS plot from WAVE H
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Figure 2.8: Properties of field H from synthetic models SPOT and WAVE.
Both consist of a background field derived from gufm1, SPOT also contains a moving
field feature and WAVE contains a m = 8 zonally propagating wave. (a) and (b) show H
at the core surface after 320years, (c) and (d) show time-longitude (TL) plots of the field
evolution at 10◦S and (e), (f) the frequency-wavenumber(FK) amplitude power spectra
at this latitude. (g) and (h) show the latitude-azimuthal speed (LAS) power plots.
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from 1 to Nφ (longitude spacing of 360/Nφ) and k refers to the time index running from

1 to Nt (time spacing of 360/Nt) then the time-averaged axisymmetric field H̄ is

H̄(θi) =
1

NφNt

Nφ∑

j=1

Nt∑

k=1

H(θi, φj , tk). (2.4)

Examples of H̄(θi) generated by applying this procedure to the synthetic models SPOT

and WAVE are shown in figure 2.9. H̄ can also be found if only the m = 0 terms in the

spherical harmonic representation of the field are retained, and time averaging carried

out. However, it is important to note that the m=0, time-averaged axisymmetric field

and the time-averaged axial dipole field are not identical. An axial dipole model contains

only the l=1, m=0 term from the spherical harmonic representation of the field, while an

axisymmetric field contains all the m=0 spherical harmonics. As seen in figure 2.9 the

major difference between H̄ from SPOT and WAVE (very similar because both contain

BACK) and an axial dipole field is the lower field strength near the north pole that

would not be present for an axial dipole field.

(a) Time-averaged axisymmetric (b) Time-averaged axisymmetric
axisymmetric field H̄ from SPOT axisymmetric field H̄ from WAVE
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Figure 2.9: Time-averaged, axisymmetric fields H̄ from SPOT and WAVE.
Averaging the field H azimuthally and over time to obtain H̄, in the synthetic models
SPOT and WAVE. These models are derived from the large scale, long period background
field of gufm1 plus a isolated drifting field feature (SPOTNB) and a propagating wave
in the field (WAVENB) respectively.

The properties of the field evolution after the removal of the time-averaged axisymmet-

ric field (H-H̄) is displayed in figure 2.10. The field evolution patterns SPOTNB and

WAVENB are definitely more visible in snapshots and TL plots than H, and the dom-

inant m=0 peak has been eliminated from the FK power spectra. However, a sizable

m=1 signal with a very long period (almost stationary for this 400 year record) is still

present as shown in figure 2.10e, f. Again the field evolution signal in WAVE is more

readily seen in all plots and is easily distinguished from the motion of an isolated field

feature in the TL plot. The LAS power plots are still dominated by quasi-stationary

features at high latitudes. To make further progress in focusing on the field evolution

signals SPOTNB and WAVENB contained within SPOT and WAVE it is necessary to

filter in order to to remove more of the unwanted background field variation.
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(a) SPOT (H-H̄) after 320yrs (b) WAVE (H-H̄) after 320yrs
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(c) TL plot of SPOT (H-H̄) at 10◦S (d) TL plot of WAVE (H-H̄) at 10◦S
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(e) FK plot of SPOT (H-H̄) at 10◦S (f) FK plot of WAVE (H-H̄) at 10◦S
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(g) LAS plot from SPOT (H-H̄) (h) LAS plot from WAVE (H-H̄)
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Figure 2.10: SPOT and WAVE (H-H̄) field models.
Both consist of BACK, but SPOT also contains an isolated drifting field feature and
WAVE contains a m = 8 azimuthally propagating wave. The time-averaged axisymmet-
ric field has also been removed here. Plots (a) and (b) show the field at the core surface
after 320 years, plots (c) and (d) show time-longitude (TL) plots at 10◦S and (e), (f)
the frequency-wavenumber (FK) power spectra at this latitude. (g) and (h) show the
latitude-azimuthal speed (LAS) power plots.
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2.5 High-pass filtering

2.5.1 Motivation for high-pass temporal filtering of field models

In geophysical signal processing applications, observations are routinely filtered to focus

on particular component of interest (see, for example, Buttkus (2000)). This approach is

often feasible because the physical mechanism being investigated operates within a lim-

ited frequency band. By decomposing the signal into its Fourier components, retaining

only components within the frequency range of interest, and inverse transforming back

to the time domain, the signal of interest can be isolated. In this spirit, geomagnetic

field models can be filtered to isolate field evolution signals of interest.

The major problem in studying the evolution of geomagnetic field models at the core

surface on time scales of decades to millennia is not high frequency, high wavenumber

noise7 but rather low frequency, long period signals that tend to overwhelm the more

rapid field evolution patterns. In order to remove this red noise background signal a

high pass filter in time can be applied. In the remainder of this section the high pass

filtering used in later chapters is described and tested on the synthetic models SPOT

and WAVE.

2.5.2 Filter specification and implementation

High-pass temporal filtering was applied to the time series of field evolution (H −
H̄)(tk) associated with each gridded latitude-longitude (θp, φq) location to yield the field

H̃(θp, φq, tk). Filtering was carried out in the time domain with a two pass procedure

to guarantee that no time shifts were introduced (zero-phase filtering). The processing

involved convolving the filter TH with the time series, time reversing the result, convolv-

ing with TH again and returning the time ordering to that of the original signal. In the

frequency domain this is equivalent to multiplying the Fourier representation of the time

series by |FH |2, where FH is the Fourier representation of the filter TH . The amplitude

response of |FH |2 is shown in figure 2.11.

The filter employed is a third order Butterworth filter. A discussion of why this is a

reasonable choice can be found in §2.5.3 and §2.5.4. The amplitude response in the

frequency domain for this filter is

|FH(f)| = 1 − 1
[
1 +

(
f
fc

)6]1/2 , (2.5)

where fc = 1
tc

where tc is the period of the filter cut-off. In a Butterworth filter of order

n,
(
f
fc

)
appears to the power 2n, and thus in a 3rd order filter appears to the power 6.

7The field models have been constructed from observations using regularisation constraints as de-
scribed in appendix A, which smooths out high frequency, high wavenumber signals.
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Figure 2.11: Amplitude response of filter |FH |2 in the frequency domain.
Amplitude response in the frequency domain of a 3rd order, Butterworth, high pass filter
with fc=0.0025 (tc=400yrs). This an example of the form of the filter used to remove
unwanted long period signals during the construction of H̃.

2.5.3 Filter warm-up effects and choice of filter order.

In figure 2.12 the results of TL plots of H̃ from the synthetic models SPOT and WAVE,

obtained using different choices of filter order are presented. Only minor differences are

observed in the form of H̃, suggesting that the precise choice of filter order is not crucial

in order to correctly capture the field evolution signal of interest.

(a) 2nd order (b) 3rd order (c) 4th order
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Figure 2.12: Trials with 2nd, 3rd and 4th order Butterworth filters.
To test if the order of the filter effects the form of H̃ SPOT (top row) and WAVE (bottom
row) were high pass filtered using 2nd order (column (a)), 3rd order (column (b)) and
4th order (column (c)) Butterworth filters, all with tc = 1

fc
= 400 yrs.

The filter order determines how sharp the cut-off of the filter is in the frequency domain

(high order means a sharp cut-off). It also determines the length of the filter in the time

domain (high order means long filter) which in turn determines the time span of the
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filter warm-up interval8. A 3rd order filter was chosen because this is short in the time

domain (so warm-up problems only affect short regions at the start and end of the time

series) whilst also having a fairly sharp threshold in the frequency domain.

Applying a 3rd order Butterworth filter with tc = 400 years to a record of length 400

years sampled every 2 years, it was found to be necessary to discard the first and last

40 years of the record. An important consequence of this is that the filtered time series

obtained from the historical geomagnetic field model gufm1 studied in chapter 3 are only

of length 320 years.

2.5.4 Influence of filter type on processed field

Another important issue is whether the choice of a Butterworth filter, rather than some

other type of filter significantly affects the form of H̃. To test this, high pass filtering

was carried out with 3rd order Elliptic, Chebyshev and Butterworth filters9 all with

cut-off periods of 400 years, and the resulting TL plots compared in in figure 2.13. The

important characteristics (especially the positions and motions of field features) of H̃

were found to be independent of the particular type of filter used. A Butterworth filter

was therefore implemented for all subsequent analysis because of its simplicity.

(a) Butterworth filter (b) Chebyshev filter (c) Elliptic filter
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Figure 2.13: Trials with Butterworth, Chebyshev and Elliptic types of filters
High pass filtering SPOT (top row) and WAVE (bottom row) using 3rd order Butter-
worth (1st column), Chebyshev (2nd column ) and Elliptic (3rd column) filters.

8Filter warm-up occurs due to convolution of the filter with the time-series and results in regions at
the start and end of the filtered series being anomalously large and oscillatory in amplitude. By keeping
the filter length in the time domain short the warm-up interval is minimised.

9For a discussion of the relative merits of these filters, see for example Smith (1997).



37 Chapter 2 — Space-time analysis

2.5.5 Criteria for choice of filter cut-off period tc

The choice of filter cut-off frequency fc = 1
tc

is a key step in the filter specification. The

choice of filter cut-off can be justified on the basis of trying, as best as possible, to satisfy

the following three criteria:

(i) Isolation of the signature of a physical mechanism — historical geomagnetic field

evolution occurs on decade to millennial time scales so changes occurring on much

longer time scales should be removed by filtering.

(ii) Length of the time series — properties of processes occurring on timescales much

longer than the length of the time series are unlikely to be robust. Consequently

attention should be focused on processes with timescales shorter than the length

of the time series, and filtering used to remove signals with longer periods.

(iii) Frequency content of the model — the cut-off frequency must be such that there

is significant signal left to be interpreted.

The specific choice of high pass cut-off frequency used to filter each field model investi-

gated, and the amount of variation in the original signal accounted for in the processed

signal varies between models. This will be discussed in detail prior to the presentation

of results in later chapters.

2.5.6 Measuring field variations captured as a function of tc

In this section, a measure of the severity of the high pass filtering in terms of the amount

of variability in the original signal captured (Pv , see definition in equation (2.6)) is

developed. Information on how this quantity varies with tc is needed in order to choose

an optimal tc. How Pv varies with tc will be studied for each of the fields investigated in

this thesis.

The percentage of field variations in the original signal H captured by the processed

signal H̃, averaged over a spherical surface, may be measured by the quantity Pv defined

as

Pv =

∑
i,j Rv(θi, φj)∑
i,j Gv(θi, φj)

∗ 100%, (2.6)

where Rv(θi, φj) =
∑

k

∣∣∣∣H̃(θi, φj , tk) − ̂̃
H(θi, φj)

∣∣∣∣ , (2.7)

Gv(θi, φj) =
∑

k

∣∣∣H(θi, φj , tk) − Ĥ(θi, φj)
∣∣∣ , (2.8)

̂̃
H =

1

Nt

∑

k

H̃(θi, φj , tk), (2.9)

and Ĥ =
1

Nt

∑

k

H(θi, φj , tk), (2.10)
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where the index i runs over all sampled latitudes θi, j runs over all sampled longitudes

φj and k over all sampled times tk, excluding times effected by filter warm-up periods

(see discussion in §2.5.3). Ĥ(θi, φj) and
̂̃
H(θi, φj) are respectively the time-averaged field

values of the original fieldH and the processed field H̃ at each latitude-longitude location

on the spherical surface. Rv(θi, φj) at each location is the sum of the absolute deviations

of H̃ from
̂̃
H, and Gv(θi, φj) at each location is the summed absolute deviation of H

from Ĥ. Pv represents the percentage ratio of the sum of Rv over all locations to the

sum of Gv over all locations. In the limit when tc → ∞ Pv be equal to 100 % because

H̃ captures all the variation in H. In the opposite limit when tc → 0 Pv tends to zero

because H̃ captures very little of the variation present in H. It was found that looking

at Pv as a function of filter-cut off tc was an effective way to study the amount of the

variation in the original model captured by the processed model. The effect on Pv of

varying tc for the synthetic models SPOTNB, SPOT and WAVENB, WAVE is shown in

detail in figure 2.14.

(a) Field variation captured as a (b) Field variation captured as a
function of cut-off period for WAVE function of cut-off period for SPOT
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Figure 2.14: Field variations captured as a function of filter cut-off period.
The percentage of the original field variation captured by the processed field (Pv), as
defined in equation (2.6), is plotted as a function of the high pass filter cut-off period
(tc) for the synthetic field models WAVENB and WAVE in (a) and for SPOTNB and
SPOT in (b).

In figure 2.14a considering the model WAVENB, when tc is less than 200 years, Pv is

close to zero. On the other hand, when tc is more than 200 years Pv is close to 100 %.

The sharp transition at around 200 years is because this is the period of the WAVENB

signal. Therefore, in order to capture the field evolution pattern in this example, a filter

cut-off period must be chosen to be greater than 200 years.

When BACK is added to WAVENB to give WAVE other longer period variations are

also present, but over 40% of the original variation can nonetheless captured by filtering

with tc=400 years. Studying H̃ with tc=400 years therefore captures a large proportion
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of the field change seen in H, including the field evolution mechanism of interest.

Considering SPOTNB and SPOT in figure 2.14b the situation is similar except that even

with no noise added SPOTNB does not display a sharp transition, because it arises from

a superposition of power over a range of frequencies. The addition of BACK further

increases the amount of power at long periods. A filter cut-off of 400 years (suggested

by the record length criteria) turns out to be sufficient to retrieve the SPOTNB motion

field evolution (especially its motion) adequately.

2.5.7 Discussion of properties of form of processed field for a range of filter cut-off
periods

If results obtained on the basis of analysis of H̃ are to be trusted, then its form should

be robust to changes in the choice of the filter cut-off threshold tc. To illustrate that

this is indeed the case, snapshots, TL plots, FK power spectra and LAS power plots of

H̃ are displayed for the synthetic models SPOT and WAVE with cut-off periods of 200

years in figure 2.15, 400 years in figure 2.16 and 600 years in figure 2.17. The success

of the processing and analysis techniques may be judged by comparing the noise-free

field evolution patterns of SPOTNB and WAVENB displayed in figure 2.6 to the results

shown figures 2.15, 2.16 and 2.17.

The field evolution patterns of both SPOTNB and the WAVENB can clearly be seen in

the TL plots of H̃ from the SPOT and WAVE models at 10◦S regardless of whether a

200, 400 or 600 year cut-off period is chosen, giving confidence that the field evolution

patterns in H̃ are indeed robust to changes in the cut-off periods. The FK power spectra

in all cases picked out the correct frequency (f=0.005cpy) and wavenumber (m=8) of the

WAVENB signal. Furthermore the LAS power plot technique correctly identifies both

SPOTNB and WAVENB field evolution patterns as having speed 15 kmyr−1 andas being

located at 10
◦
S.

Unfortunately, the FK power spectra of H̃ from the pattern of field evolution SPOTNB

are difficult to retrieve accurately because they contain power along a line of constant

f/k, and filtering has removes power close to the origin that lies on this line. Nonetheless,

power is certainly spread over a wider range of frequencies and wavenumbers compared

with models containing the WAVENB field evolution pattern.

Choosing a cut-off period lower than suggested by criteria (i) of §2.5.5 (i.e. a 200 year

cut-off that is too close to the time scale of the field evolution mechanism WAVE and

much shorter than the record length), it is observed that in TL plots and snapshots of

SPOT, much of the power required to reproduce SPOTNB has been lost. Consequently

the isolated, drifting field feature is no longer seen as a single, high amplitude, field

feature. Instead it is flanked by spurious anomalies. On the other hand, when the filter

cut-off period is 600 years (longer than would be preferred on the basis of criteria (ii))
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(a) SPOT H̃, tc=200yrs (b) WAVE H̃, tc=200yrs
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(c) TL plot of SPOT H̃, tc=200yrs (d) TL plot of WAVE H̃, tc=200yrs
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(e) FK plot of SPOT H̃, tc=200yrs (f) FK plot of WAVE H̃, tc=200yrs
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(g) LAS plot of SPOT H̃, tc=200 yrs (h) LAS plot of WAVE H̃, tc=200 yrs
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Figure 2.15: SPOT and WAVE H̃, high pass filtered with tc=200yrs.
Synthetic field models SPOT (left column) and WAVE (right column) with the time-
averaged axisymmetric field removed and high pass filtered with tc = 200yrs. In (a) and
(b) fields on the spherical surface after 320years are plotted. (c) and (d) show time-
longitude (TL) plots at 10◦S and in (e) and (f) the frequency-wavenumber (FK) power
spectra at this latitude. (g) and (h) show latitude-azimuthal speed (LAS) power plots.
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(a) SPOT H̃, tc=400yrs (b) WAVE H̃, tc=400yrs
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(c) TL plot of SPOT H̃, tc=400yrs (d) TL plot of WAVE H̃, tc=400yrs
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(e) FK plot of SPOT H̃, tc=400yrs (f) FK plot of WAVE H̃, tc=400yrs
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(g) LAS plot of SPOT H̃, tc=400 yrs (h) LAS plot of WAVE H̃, tc=400 yrs
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Figure 2.16: SPOT and WAVE H̃, high pass filtered with tc=400yrs.
Synthetic field models SPOT (left column) and WAVE (right column) with the time-
averaged axisymmetric field removed and high pass filtered with tc = 400yrs. In (a)
and (b) fields on the spherical surface after 320years are plotted, (c) and (d) show time-
longitude (TL) plots at 10◦S and in(e) and (f) the frequency-wavenumber (FK) power
spectra at this latitude. (g) and (h) show latitude-azimuthal speed (LAS) power plots.



42 Chapter 2 — Space-time analysis

(a) SPOT H̃, tc=600yrs (b) WAVE H̃, tc=600yrs
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(c) TL plot of SPOT H̃, tc=600yrs (d) TL plot of WAVE H̃, tc=600yrs
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(e) FK plot of SPOT H̃, tc=600yrs (f) FK plot of WAVE H̃, tc=600yrs

W    Zonal spatial wavenumber    E

F
re

qu
en

cy
 / 

cy
cl

es
 p

er
 y

ea
r

−10−9 −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10
0

0.002

0.004

0.006

0.008

0.01

0
2

6

10

14

18

22

26

30

34

W    Zonal spatial wavenumber    E

F
re

qu
en

cy
 / 

cy
cl

es
 p

er
 y

ea
r

−10−9 −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10
0

0.002

0.004

0.006

0.008

0.01

0
1

3

5

7

9

11

13

15

17

(g) LAS plot of SPOT H̃, tc=600 yrs (h) LAS plot of WAVE H̃, tc=600 yrs
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Figure 2.17: SPOT and WAVE H̃, high pass filtered with tc=600yrs.
Synthetic field models SPOT (left column) and WAVE (right column) with the time-
averaged axisymmetric field removed and high pass filtered with tc = 600yrs. In (a)
and (b) fields on the spherical surface after 320years are plotted, (c) and (d) show time-
longitude (TL) plots at 10◦S and in (e) and (f) the frequency-wavenumber (FK) power
spectra at this latitude. (g) and (h) show latitude-azimuthal speed (LAS) power plots.
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it is more difficult to pick out the signature of SPOTNB in the LAS power plots.

Clearer results are obtained when observing whether WAVENB patterns are retrieved in

H̃ from WAVE for the 200, 400 and 600 year cut-offs. A very clear signal of a spatially

and temporally coherent series of propagating highs and lows are seen in TL plots while

localised peaks are found in both the FK power spectra and the LAS power plots. It

can be concluded that the choice of tc=400 years seems, in these examples where the

signal of interest has a time scale of 200 years, to be a suitable choice for the filter cut-off

threshold.

2.6 Geographical distribution of azimuthal speeds of field features

The variation in the azimuthal speeds of field features with geographical position is an

observable that allows theoretical ideas on field change mechanisms to be tested. In

the context of oceanography, plotting the variation of azimuthal speed of field features

with latitude allowed a test of the prediction that long Rossby waves travel with a speed

that depends on the cosine of latitude (so field features travel fastest near the equator).

This dependence has been observed (Chelton and Schlax, 1996), and second-order trends

found in the observations have stimulated improved theoretical models of Rossby waves

(Killworth et al., 1997).

Azimuthal speeds at a particular latitude and longitude can be determined using the

Radon transform method of determining azimuthal speeds (see §2.2.4), but applying it

to longitudinally confined sub-windows of TL plots centred on the particular longitude of

interest. Sub-windows were chosen to be of width 80◦ longitude10 and the centre of the

longitude windows was moved in steps of 20◦. From each TL sub-window, the azimuthal

speed corresponding to the q that maximises S(qn) (see equation (2.2)) is assigned to

be the speed for that latitude and the central longitude of the sub-window. To ensure

that only clear signatures of spatially and temporally coherent azimuthally moving field

features are recorded, a speed is only assigned if the maximum of |S(qn)| > 4
P

n S(qn)
Nq

.

The pre-factor 4 is a free parameter that is chosen as a compromise between the desire

to include all possible signals and the desire to exclude unwanted, non-coherent field

variations.

The methodology was again tested using the synthetic models SPOTNB, WAVENB,

SPOT and WAVE. The results from these trials are shown in figure 2.18. Both the

magnitude and directions of the azimuthal speeds and the latitude and longitude of the

synthetic field motions were correctly identified in all the models. These tests permit

confidence that this method will be able to successfully retrieve any geographical trends

in the speeds of of azimuthally moving field features.

10large enough so that propagating features with m > 4 can be analysed.
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(a) Geographical distribution of (b) Geographical distribution of

azimuthal speeds in SPOTNB H̃ azimuthal speeds in WAVENB H̃
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(c) Geographical distribution of (d) Geographical distribution of

velocity variation in SPOT H̃ velocity variation in WAVE H̃
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Figure 2.18: Geographical distribution and speeds of field features.
Variation in azimuthal speeds of field features with geographical position, calculated
using the Radon transform technique and a sliding window in longitude.

2.7 Temporal variations in latitude-azimuthal speed (LAS) power plots

The information on field evolution mechanisms provided by LAS power plots is a tem-

poral average over the entire span of the TL plot analysed. It is of interest to see

whether features identified in LAS plots are stationary or vary in strength and position

with time. To do this, sub-windows in time (rather than the sub-windows in space that

were discussed in the previous section) can analysed using the Radon transform methods

described in §2.2.4.

The temporal sub-windows were chosen to be 1/5 of the full timespan (i.e. 80 years

for a 400 year record) and were moved steps of size 1/20 of the timespan (i.e. 20

years for a 400 year record). A series of LAS power plots (one for each temporal sub-

window) were constructed each of which describes an average over the span of the sub-

window. However, shorter windows in time mean that each discrete angle qn in the

TL-sub window corresponds to a larger range of azimuthal speeds, so the resolution in

speed determination is decreased.
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The technique was once again tested on the synthetic models SPOTNB, WAVENB,

SPOT and WAVE. The resulting LAS power plots are shown for the 80 year sub-window

centred on 200 years after the start of the models in figure 2.19. The degradation of

azimuthal speed resolution is apparent, but encouragingly the maxima of the power is

still located at the correct speed (15 kmyr−1 westward) and latitude (10
◦
S) for all the

models. However, as shown in the LAS plot if figure 2.19c, the signal of interest is not

the dominant signal observed when SPOT is analysed. This demonstrates that coherent

signals of interest can be difficult to pick out when short time windows are used.

(a) Snapshot of LAS plot from (b) Snapshot of LAS plot from

SPOTNB H̃ at 200yrs WAVENB H̃ at 200yrs
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(c) Snapshot of LAS plot from (d) Snapshot of LAS plot from

SPOT H̃ at 200yrs WAVE H̃ at 200yrs

Eastward zonal phase speed (km/yr)

La
tit

ud
e 

(d
eg

re
es

)

 (nT)2

−60 −40 −20 0 20 40 60

−60

−30

0

30

60
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

x 10
14

∫
|H̃R|

2
dz/10

14(nT)2

−

−

Eastward zonal phase speed (km/yr)

La
tit

ud
e 

(d
eg

re
es

)

 (nT)2

−60 −40 −20 0 20 40 60

−60

−30

0

30

60 2

4

6

8

10

12

14

16

x 10
14

∫
|H̃R|

2
dz/10

14(nT)2

−

−

Figure 2.19: Temporal changes in latitude-azimuthal speed power plots.
LAS power plots from temporal sub-windows covering the interval 160yrs to 240 yrs, for
the synthetic models SPOTNB in (a), WAVENB in (b), SPOT in (c) and WAVE in (d).

2.8 Analysis of hemispherically confined signals

Previous studies of geomagnetic field evolution at Earth’s core surface (see, for example,

Bloxham et al. (1989), Bloxham and Jackson (1992) and Jackson et al. (2000)) indi-

cate persistent asymmetry between the Atlantic and Pacific hemispheres. The Atlantic
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hemisphere is consistently found to possess high amplitude, westward travelling field

features. In contrast, in the Pacific hemisphere, the field amplitude is generally lower

and no coherent patterns of field evolution are easily observed. When the question of

the hemispherical symmetry of field evolution patterns isolated using space-time spec-

tral processing techniques is considered in later chapters, it will be of important to know

whether observed signals in one hemisphere could be a by-product of the processing tech-

niques. In particular, it is of interest to determine whether a hemispherically confined

signal remains confined after the removal of its time-averaged axisymmetric part and

after high-pass filtering has eliminated slow field variations.

This issue is addressed in this section through the analysis of two synthetic models con-

sisting of hemispherically confined patterns of magnetic field evolution called HEMINB

and HEMI. HEMINB is derived from the WAVENB model, with field amplitudes in

longitudes 180◦W to 90◦W and 90◦E to 180◦E (the Pacific hemisphere) set to zero and

a constant field of 0.5×105 nT added to all locations. It represents a clean, idealised,

example of a hemispherically confined signal that can clearly demonstrate whether spa-

tial aliasing between hemispheres is a side-effect of the field processing. Results from the

analysis of HEMINB are presented in figure 2.20. A second synthetic model called HEMI

consisting of a realistic background signal (BACK) along with the hemispherically con-

fined wave signal HEMINB is also studied. This more realistic model is designed to show

whether a strong signal in one hemisphere and a weaker signal in the other hemisphere

can both be reliably analysed following field processing. The results from the analysis of

HEMI are presented in figure 2.21.

Figure 2.20 demonstrates that the space-time spectral analysis techniques employed in

this thesis do not cause signals that are confined to the Atlantic hemisphere to be mapped

into the Pacific hemisphere. Both snapshots(figure 2.20 a,b) and time-longitude (TL)

plots (figure 2.20 c,d) of the processed signal retain the hemispherical asymmetry present

in the unprocessed models. This result can readily be understood by noting that no

direct alteration of the spatial spectrum is carried out during the processing (except the

removal of the time-averaged m=0 part of the signal) so no spatial aliasing that might

produce a spurious signal in the Pacific hemisphere arises. The FK spectra of both

the filtered and unfiltered signal (see figure 2.20 e,f) have strong peaks at the expected

wavenumber for the signal (m=8) despite the fact that the signal has been removed in

one hemisphere. Furthermore, the latitude-azimuthal speed (LAS) power plot of both

the filtered and unfiltered signal correctly captures the azimuthal speed of the WAVENB

signal. The conclusion from this synthetic test is therefore that if any signal is observed

in a particular hemisphere in H̃, then it must actually be present in that hemisphere

and can not have been mapped there as a result of the processing procedure.

The more realistic scenario illustrated in the model HEMI and presented in figure 2.21

demonstrates that given a strong signal in one hemisphere and a weaker signal in the
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(a) HEMINB H after 320yrs (b) HEMINB H̃ after 320yrs

−14

−11.2

−8.4

−5.6

−2.8

0

2.8

5.6

8.4

11.2

14

−7

−5.6

−4.2

−2.8

−1.4

0

1.4

2.8

4.2

5.6

7

(c)TL plot of HEMINB H at 10◦S (d)TL plot of HEMINB H̃ at 10◦S
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(e)FK plot of HEMINB H at 10◦S (f)FK plot of HEMINB H̃ at 10◦S
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(g) LAS plot of HEMINB H (h) LAS plot of HEMINB H̃

Azimuthal speed (km(yr)−1)

La
tit

ud
e 

(d
eg

re
es

)

−60 −40 −20 0 20 40 60

−60

−30

0

30

60
1.8

2

2.2

2.4

2.6

2.8

3

Azimuthal speed (km yr  ), positive is eastwards −1  Azimuthal speed (km(yr)−1)

La
tit

ud
e 

(d
eg

re
es

)

−60 −40 −20 0 20 40 60

−60

−30

0

30

60 0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Azimuthal speed (km yr  ), positive is eastwards −1

Figure 2.20: Analysis of a hemispherically confined wave.
Synthetic model HEMINB of a hemispherically confined wave with a constant back-
ground field added. The unprocessed field H is shown in (a), (c), (e), and (g) while
the processed field with time-averaged axisymmetric part removed and high pass filtered
with tc=400 years (H̃) is shown in (b), (d), (f) and (h). (a) and (b) show snapshots at
the core surface after 320 years, (c) and (d) show time-longitude (TL) plots at 10◦S and
(e) and (f) the frequency-wavenumber (FK) spectra at this latitude, while (g) and (h)
show the latitude-azimuthal speed (LAS) plots.
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(a) HEMI H after 320yrs (b) HEMI H̃ after 320yrs
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(c)TL plot of HEMI H at 10◦S (d)TL plot of HEMI H̃ at 10◦S
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(e)FK plot of HEMI H at 10◦S (f)FK plot of HEMI H̃ at 10◦S
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(g) LAS plot of HEMI H (h) LAS plot of HEMI H̃
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Figure 2.21: Analysis of hemispherically confined wave and background field.
Synthetic model HEMI of a hemispherically confined wave with an additional background
field (BACK) added. The unprocessed field H is shown in (a), (c), (e), and (g) while
the processed field with time-averaged axisymmetric part removed and high pass filtered
with tc=400 years (H̃) is shown in (b), (d), (f) and (h). (a) and (b) show snapshots at
the core surface after 320 years, (c) and (d) show time-longitude (TL) plots at 10◦S and
(e) and (f) the frequency-wavenumber (FK) spectra at this latitude, while (g) and (h)
show the latitude-azimuthal speed (LAS) plots.
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other hemisphere, then the processed field retains that asymmetry. It also demonstrates

that the presence of a strong signal in a particular hemisphere does not preclude one

from observing weak signals in the other hemisphere. In HEMI, some weak signals are

observed in the Pacific hemisphere. These were present in the model BACK (derived

from a spectrally smoothed version of gufm1 — see §2.3) and continue to be observed in

the Pacific hemisphere even when a strong signal is present in the Atlantic hemisphere.

The findings of these synthetic tests will prove useful later when gufm1 and CALS7K.1

are analysed in chapters 3 and 4 respectively.

2.9 Frequency-wavenumber filtering techniques

In studies of fluid motions in the oceans and atmosphere it is common to filter observed

signals in spectral space, so that only the power associated with a evolution pattern of

interest remains, and then to inverse transform back to the space-time domain where

comparisons to theory can be easily made. Such FK-filtering techniques can obviously

be also applied in the present contact, and are of particular interest when attempting

to determine the structure of possible wave-like features in geomagnetic field models.

In this section the synthetic models SPOTNB, WAVENB, SPOT and WAVE are FK-

filtered to isolate a spectral feature of interest and this feature is then reconstructed in

the space-time domain. Performing this procedure when the underlying signal is known

provides insight in the possible errors which could result from this procedure.

A simple FK-filtering technique was developed to allow signals of interest to be studied

in this manner. The starting field H is first processed as described in §2.4 and §2.5
to give H̃. The FK amplitude spectra of H̃ is then calculated from TL plots at each

latitude. A peak of interest is identified and a 2D mask filter constructed that is zero

everywhere except within the region occupied by the spectral peak, where it has value

1. The sharp edges of the mask filter are then tapered to minimise power leakage. The

mask filter is then multiplied with the FK amplitude spectra to yield a modified FK

amplitude spectra that contains only information within the desired region of spectral

space. A 2D inverse Fourier transform is then applied to the new FK amplitude spectra

(the phase spectrum is assumed to be unchanged) to obtain a new TL plot. The same

procedure is repeated at all latitudes. When TL plots have been reconstructed for all

latitudes they can be combined to give a complete space-time model (H rec). This can

be analysed in the same way as any other field model, so latitude-longitude snapshots

can be taken to view the field structure on a spherical surface, TL plots used to view

the field evolution in the azimuthal direction, the FK power spectra calculated to check

the consistency of the filtering and the LAS power plots signature of peaks in FK space

determined.

Following the now familiar procedure, the methodology was tested using the models
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SPOTNB, WAVENB, SPOT and WAVE. A filter mask running from wavenumbers -7

to -9 and frequencies 0.003 to 0.008 cycles per year (periods from 125 to 330 years)

was chosen to illustrate the analysis. Such a mask is expected to capture exactly the

motion of the synthetic field evolution pattern in the WAVENB model so, if the method

is functioning correctly, the field evolution seen in figure 2.6a,b should be retrieved from

analysis of WAVENB and WAVE. It is found that the FK filtering does indeed do a good

job of retrieving the WAVENB patterns of field evolution, whether or not a background

field in present (see figures 2.22b,d,f,h and 2.23b,d,f,h).

This mask is, however, certainly not optimised for capturing the linear shape of the

FK power spectra of the isolated drifting flux feature in SPOTNB. It might even be

expected that such a mask-filter could map the field evolution of SPOTNB and SPOT

into a wave-like form. Results shown in figures 2.22a,c,e,g and 2.23a,c,e,g show that

although SPOTNB is not well captured, the field evolution is much more localised than

for WAVENB and no spurious strong global wave patterns have been produced.

Clearly care is needed in interpreting the results of FK filtering in term of modes of field

evolution. A simple circular mask should only applied when unambiguous, isolated peaks

in spectral space are present. However, this approach does provide a way of finding out

more about the space-time signatures of possible modes of field evolution (in particular

their latitudinal extent) that might be present in geomagnetic field models.

2.10 Discussion

The synthetic models used in this chapter were chosen to mimic two distinct end mem-

ber forms of field evolution: a monochromatic, spatially and temporally coherent, wave

pattern moving at a constant azimuthal speed and an isolated spot of intense field also

moving at a constant azimuthal speed. It was found that both types of field evolu-

tion could be accurately characterised, though results were most striking for the wave

patterns. Several possible ways to distinguish between spatially coherent (wave-like)

patterns of field evolution and isolated drifting field features have become evident in the

investigations in this chapter.

The most direct indicator is that in TL plots of H̃ where the time-averaged axisymmetric

and long period variations have been removed, wave patterns can be easily seen as a

spatially and temporally coherent pattern of field anomalies of alternating signs. In

contrast, analysis of an isolated drifting field feature yields no spatially extended wave-

like pattern. Instead the processed field is characterised by a single strong feature often

flanked by weak anomalies of the opposite sign (see for example figure 2.16c,d giving the

appearance of a series of three propagating anomalies, even though only one field feature

is present).

Furthermore, in both FK power spectra and LAS power plots, azimuthally moving wave
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(a) SPOTNB Hrec after 320yrs (b) WAVENB Hrec after 320yrs
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(c)TL plot of SPOTNB Hrec at 10◦S (d)TL plot of WAVENB Hrec at 10◦S
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(e)FK plot of SPOTNB Hrec at 10◦S (f)FK plot of WAVENB Hrec at 10◦S
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(g) LAS plot from SPOTNB Hrec (h) LAS plot from WAVENB Hrec
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Figure 2.22: FK-filtered, reconstructed SPOTNB and WAVENB models.
FK filtering models SPOTNB and WAVENB so that only frequencies 0.003 to 0.008cpy
and wavenumbers 7 to 9 remain. Plots (a) and (b) show the radial part of the magnetic
field at the core surface after 320 years, plots (c) and (d) show time-longitude (TL) plots
of the field evolution at 10◦S and in (e) and (f) the frequency-wavenumber(FK) spectra
at this latitude. (g) and (h) show the latitude-azimuthal speed (LAS) power plots.
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(a) SPOT Hrec after 320yrs (b) WAVE Hrec after 320yrs
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(c) TL plot of SPOT Hrec at 10◦S (d) TL plot of WAVE Hrec at 10◦S
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(e) FK plot of SPOT Hrec at 10◦S (f) FK plot of WAVE Hrec at 10◦S
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(g) LAS plot from SPOT Hrec (h) LAS plot from WAVE Hrec
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Figure 2.23: FK-filtered, reconstructed SPOT and WAVE field models.
FK filtering models SPOT and WAVE so that only frequencies 0.003 to 0.008cpy and
wavenumbers 7 to 9 remain. Plots (a) and (b) show the radial part of the magnetic field
at the core surface after 320 years, plots (c) and (d) show time-longitude (TL) plots of
the field evolution at 10◦S and in (e) and (f) the frequency-wavenumber(FK) spectra at
this latitude. (g) and (h) show the latitude-azimuthal speed (LAS) power plots.
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patterns yields much larger amplitude peaks than isolated drifting features. This is

essentially because the spatially and temporally coherent energy in wave patterns is

present over all longitudes, and maps into a single point FK space and to a well defined

azimuthal speed in LAS space. In contrast, considering a single field anomaly moving

over only a subset of longitudes the power is mapped into a range of frequencies and

wavenumbers. Therefore very strong peaks in FK power spectra and the LAS power

plots are further evidence in favour of wave-like patterns of field evolution.

In real observations, wave patterns of field evolution are likely to be much less spatially

and temporally coherent than in WAVENB since the wave will respond to changes in

its local environment as it travels. Therefore signatures of wave type field evolution will

certainly not be as clear as those seen for WAVENB.

The major assumption implicit in the methodology of this chapter, that should be borne

in mind during interpretation, is the focus of the analysis on purely azimuthal motions of

field features. If persistent field features do not move azimuthally, they will appear only

as short lived features in TL plots and will not contribute significant power to FK power

spectra at particular latitudes or show up clearly in LAS power plots. Fortunately, the

motions of the geomagnetic field features of interest in this thesis are observed to move

approximately azimuthally suggesting the methods developed in this section will be of

use. It will be possible to justify this assumption retrospectively, since strong signals in

TL plots, FK power spectra and LAS plots are only possible if a significant amount of

azimuthal motion of non-axisymmetric field features is present.

2.11 Summary

In this chapter a space-time processing and spectral analysis methodology has been in-

troduced. The origins of the techniques in the study of wave motions in meteorology and

oceanography have been described. The practical implementation of the processing and

analysis techniques have been discussed and tested on synthetic field models. The tests

demonstrate that the methodology is capable of capturing the characteristics (includ-

ing hemispherical asymmetry) of plausible patterns of field evolution, giving confidence

that meaningful interpretations can be made when real data is analysed. The tools de-

veloped here will be applied in later chapters to geomagnetic field and archeomagnetic

models and field models obtained from a geodynamo model in order to characterise the

mechanisms of field evolution.



54

Chapter 3

Application of the space-time spectral
analysis technique to the historical
geomagnetic field model gufm1

3.1 Introduction

In this chapter results of the application of the space-time spectral analysis technique

described in chapter 2 to the historical field model gufm1 (Jackson et al., 2000) are pre-

sented. Details of the observations and field modelling methods used in the construction

of gufm1 can be found in appendix A. The analysis of this chapter follows previous

studies of the magnetic field at the core surface and focuses on the radial component Br.

This component is studied because it is continuous across the core-mantle boundary (so

provides a direct link to fluid motions close to the core surface) and because the other

components contain no additional information under the assumption that the magnetic

field at the core surface is a potential field.

The properties of the unprocessed radial magnetic field Br, the radial magnetic field with

the time-averaged axisymmetric part removed (Br − B̄r) and the radial field with the

time-averaged axisymmetric part removed and high pass filtered B̃r are first described in

detail. Dominant modes of field evolution in the azimuthal direction are then identified

and reconstructed using FK filtering.

An attempt to determine dispersion in patterns of geomagnetic field evolution over the

past 400 years is described and problems in making such determinations are discussed.

Geographical variations in azimuthal speeds of field features are mapped and resulting

implications discussed. Hemispherical similarities and differences in the patterns of field

evolution are described and possible interpretions in terms of core-mantle interactions

suggested. The time dependence of field evolution processes are also documented. Fi-

nally, implications for mechanisms of geomagnetic secular variation (including whether

the results favour a wave or flow origin for azimuthal field motion) are discussed.
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3.2 Description of field evolution processes in the azimuthal direction

3.2.1 Unprocessed radial magnetic field (Br)

The field features observed in Br at the core surface in gufm1 are qualitatively the same

as those observed in earlier historical field models (see Bloxham and Gubbins (1985),

Bloxham et al. (1989) and Bloxham and Jackson (1992)). Maps of Br at the core surface

from gufm1 in 1650, 1710, 1770, 1830, 1890 and 1950 are displayed in figure 3.1.

Non-axisymmetric field features can be classified as either static or drifting over the

historical observation interval from 1590 to 1990. Almost stationary, high amplitude,

field features are observed under Canada and Siberia in the northern hemisphere and at

antipodal sites below Antarctica. Rapidly drifting field features are observed especially

in the Atlantic hemisphere and most move westward. It is not easy to follow these spots

by comparing maps at different epochs, but they are readily followed in animations of

the time-dependent field model (see animation A2.1, consult appendix F for details).

The most prominent drifting feature is a positive field anomaly first seen in 1590 near

the longitude of India, at latitude 15◦S. It can be followed westward and finishes under

the mid-Atlantic ocean in 1990 and undergoing an interval of reduced amplitude between

1780 and 1830.

In figure 3.2 time-longitude (TL) plots and their associated frequency-wavenumber (FK)

power spectra are presented for latitudes 60◦N, 20◦N, the equator and 40◦S. It is in

general rather difficult to visually identify azimuthally moving field anomalies. Both the

TL plots and the FK power spectra are dominated by the almost stationary axisymmetric

field. The only exception is at the equator where the axial dipole component of the field

is weak. Here there is some indication of westward moving field features, although the

dominance of stationary, non-axisymmetric, field features now makes the determination

of the characteristics of the field evolution mechanisms impossible.

The latitude-azimuthal speed (LAS) power plot for unprocessed Br is shown in figure 3.3.

Unfortunately it too yields little information because it too is dominated by stationary

field features, particularly at high latitudes. When interpreting the LAS power plots

shown throughout this chapter it should be remembered that peaks of power represent

the latitudinal position and azimuthal speed of spatially and temporally coherent field

evolution patterns, averaged over time and longitude. The spread of power around the

dominant peaks (for example the full width at half maximum) can be considered as a

measure of the variability in the field evolution mechanisms that can be used to give

approximate bounds on the azimuthal speed and latitudinal positions. Unfortunately

in figure 3.3 no clear dominant peaks are found in the LAS plot indicating that further

processing of the field is required to isolate field evolution mechanisms of interest.
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(a) gufm1 Br at the core (b) gufm1 Br at the core
surface in 1650 surface in 1710
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(c) gufm1 Br at the core (d) gufm1 Br at the core
surface in 1770 surface in 1830
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(e) gufm1 Br at the core (f) gufm1 Br at the core
surface in 1890 surface in 1950
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Figure 3.1: Snapshots of Br from gufm1 at the core surface.
Unfiltered radial magnetic field (Br) from the model gufm1 is presented in a series of
snapshots from the years (a) 1650, (b) 1710, (c) 1770, (d) 1830, (e) 1890, (f) 1950.
These and all subsequent snapshots in this chapter are in Hammer-Aitoff equal area
map projection.
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(a) gufm1 Br, TL plot at 60◦N (b) gufm1 Br, TL plot at 20◦N
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(c) gufm1 Br, FK plot at 60◦N (d) gufm1 Br, FK plot at 20◦N
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(e) gufm1 Br, TL plot at Equator (f) gufm1 Br, TL plot at 40◦S
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(g) gufm1 Br, FK plot at Equator (h) gufm1 Br, FK plot at 40◦S
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Figure 3.2: TL plots and FK power spectra of Br from gufm1.
Time-longitude (TL) plots of the unprocessed radial magnetic field Br from the field
model gufm1 at latitudes 60◦N in (a), at 20◦N in (b), at the Equator in (e) and at the
40◦S in (f). The associated frequency-wavenumber (FK) power spectra are found in (c),
(d), (g) and (h).
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Eastward zonal phase speed (km(yr)−1)
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Figure 3.3: Latitude-azimuthal speed (LAS) power plot of Br from gufm1.
Power distribution as a function of latitude and azimuthal speed in a latitude-azimuthal
speed (LAS) power plot of the unprocessed radial magnetic field Br from the field model
gufm1, constructed using the Radon transform method described in §2.2.4.

3.2.2 Radial magnetic field without time-averaged axisymmetric part (Br − B̄r)

Following the strategies outlined in chapter 2, the radial field from gufm1 is next pro-

gressively processed in an attempt to isolate field evolution modes of interest. The first

step is to remove the time-averaged axisymmetric field B̄r, leaving (Br− B̄r). Snapshots

of (Br − B̄r) in 1650, 1710, 1770, 1830, 1890 and 1950 are presented in figure 3.4. In

these snapshots, the largest amplitude deviations from the time averaged axisymmetric

field are often located at low latitudes. An animation of the evolution of (Br − B̄r) (see

animation A2.2, consult appendix F for details) illustrates that this field is qualitatively

similar to that of Br, but with the latitudinal bias of the dipolar field removed.

TL plots and associated FK power spectra of (Br − B̄r) at 60◦N, 20◦N, the equator and

40◦S are presented in figure 3.5. Them=0 dominant peak has been removed from the FK

power spectra, allowing an improved identification of non-axisymmetric field anomalies.

Clear azimuthally moving field features are obvious at the equator and at 40◦S. The FK

power spectra are unfortunately still dominated by large scale (particularly m=1) almost

stationary features.

The associated LAS power plot is shown in figure 3.6. It remains dominated by almost

stationary field features (now non-axisymmetric) at higher latitudes particularly in the

northern hemisphere, though there are indications of a field feature moving westwards

at approximately 8kmyr−1 near 40◦S. A faint equatorial signal can just be distinguished.
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(a) gufm1 (Br − B̄r) at the core (b) gufm1 (Br − B̄r) at the core
surface in 1650 surface in 1710
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(c) gufm1 (Br − B̄r) at the core (d) gufm1 (Br − B̄r) at the core
surface in 1770 surface in 1830
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(e) gufm1 (Br − B̄r) at the core (f) gufm1 (Br − B̄r) at the core
surface in 1890 surface in 1950
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Figure 3.4: Snapshots of (Br − B̄r) from gufm1 at the core surface.
Radial magnetic field at the core surface from gufm1, with the time averaged, axisym-
metric part removed (Br − B̄r), is presented in a series of snapshots from (a) 1650, (b)
1710, (c) 1770, (d) 1830, (e) 1890, (f) 1950.
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(a) gufm1 (Br − B̄r), TL plot at 60◦N (b) gufm1 (Br − B̄r), TL plot at 20◦N
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(c) gufm1 (Br − B̄r), FK plot at 60◦N (d) gufm1 (Br − B̄r), FK plot at 20◦N
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(e) gufm1 (Br − B̄r), TL plot at 0◦ (f) gufm1 (Br − B̄r) TL plot at 40◦S
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(g) gufm1 (Br − B̄r), FK plot at 0◦ (h) gufm1 (Br − B̄r), FK plot at 40◦S
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Figure 3.5: TL plots and FK power spectra of (Br − B̄r) from gufm1.
Time-longitude (TL) plots of the radial magnetic field with time averaged axisymmetric
component subtracted (Br− B̄r) from the field model gufm1 at latitudes 60◦N in (a), at
20◦N in (b), at the equator (e) and at 40◦S in (f). The associated frequency-wavenumber
(FK) power spectra are found in (c), (d), (g) and (h).
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Figure 3.6: Latitude-azimuthal speed power plot of (Br − B̄r) from gufm1.
Power distribution as a function of latitude and azimuthal speed in a latitude-azimuthal
speed (LAS) power plot of the radial magnetic field with the time averaged axisymmetric
field subtracted (Br − B̄r) from the field model gufm1, constructed using the Radon
transform method described in §2.2.4.

3.2.3 Radial magnetic field with time averaged axisymmetric component removed and

high pass filtered (B̃r)

The next processing step is to high-pass filter to remove field features evolving on long

time scales. As for the synthetic examples in chapter 2, a range of cut-off periods were

investigated. A filter cut-off choice of 400 years was chosen for further analysis because

it removed field changes on time scales much longer than the record length that are

difficult to rigorously investigate, yet succeeded in capturing 43% of the original field

variability as illustrated in figure 3.7.

The snapshots of B̃r in 1650, 1710, 1770, 1830, 1890 and 1950 are presented in figure 3.8

and the time-dependent animation of B̃r (see animation A3.3, consult appendix F for

details) illustrates that removing the slowly evolving part of the field has dramatically

altered the familiar picture of Br evolution at the core surface.

The remaining field is dominated by westward moving field features, particularly at low

latitudes (within 30◦ of the equator). There is also evidence for field features moving

north-south into and out of the equatorial region, especially migrating towards the equa-

tor under Asia and away from the equator under the Atlantic and under North and South

America. Field features generally emanate from the region under the eastern Pacific

ocean and move westward, intensifying as they move over Africa, then splitting to move

north and south under central America before they reach the Pacific region. Larger wave-

length features are evident (particularly in the 20th century) at latitude 40◦S. There are

also weaker indications of a higher wavenumber disturbance in the northern hemisphere
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Figure 3.7: Br variations captured by B̃r.
Graph showing the percentage of the original field variation Pv, as defined in equation
(2.6), captured by B̃r as the choice of filter cut-off is varied.

around 20 to 30◦N. To further characterise this preliminary picture of the azimuthal field

evolution, space-time spectral analysis was carried out.

In figure 3.9 the TL plots and FK power spectra for latitudes 60◦N, 20◦N, the equator

and 40◦S are presented. At 60◦N there is evidence of a strong m=3 signal, with period

of approximately 250 years, while at 20◦N there is evidence for an m=7 signal with a

period of approximately 220 years. At mid-latitudes in the southern hemisphere, for

example at 40◦S, m=2, 3 westward signals as well as a m=5 signal are observed.

The most striking observation is the presence of a series of alternating positive and

negative westward moving field anomalies at the equator, under the Atlantic hemisphere.

Six spatially and temporally coherent, westward drifting field anomalies are evident in

the TL plot at the equator (figure 3.9e). The FK spectrum for this TL plot (figure 3.9g)

has a dominant peak at m = 5 westward. This wave-like pattern of field anomalies could

be a consequence of the influence of a hydromagnetic wave in Earth’s core on Br (Finlay

and Jackson, 2003). This possibility is explored further using a range of theoretical and

numerical models in chapters 6, 7 and 8.

The LAS power plot for B̃r is found in figure 3.10. It provides further evidence for the

presence of spatially and temporally coherent, azimuthally drifting, field features during

the past 400 years. The strong equatorial maxima emphasises that the clearest coherent

azimuthal field motion on time scales shorter than 400 years occurs at low latitudes.

The peak of power suggests an azimuthal speed of 17±7 kmyr−1 westward1. The signal

is centred at 2◦N though there is a spread of power over latitudes from 15◦N to 15◦S.

Weaker signals are also observed at high latitudes in the northern hemisphere at 50◦N

1Estimates of the variability in the azimiuthal speeds come from the full width at half maximum
amplitude of the peaks in the LAS power plot.
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(a) gufm1 B̃r at the core (b) gufm1 B̃r at the core
surface in 1650 surface in 1710
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(c) gufm1 B̃r at the core (d) gufm1 B̃r at the core
surface in 1770 surface in 1830
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(e) gufm1 B̃r at the core (f) gufm1 B̃r at the core
surface in 1890 surface in 1950
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Figure 3.8: Snapshots of B̃r from gufm1 at the core surface.
Processed radial magnetic field B̃r at the core surface, with the time averaged, axisym-
metric part removed and high pass filtered with cut-off period 400 years, from the model
gufm1 is presented in a series of snapshots from (a) 1650, (b) 1710, (c) 1770, (d) 1830,
(e) 1890, (f) 1950.
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(a) gufm1 B̃r, TL plot at 60◦N (b) gufm1 B̃r, TL plot at 20◦N
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(c) gufm1 B̃r, FK plot at 60◦N (d) gufm1 B̃r, FK plot at 20◦N
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(e) gufm1 B̃r TL plot at 0◦ (f) gufm1 B̃r TL plot at 40◦S
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(g) gufm1 B̃r, FK plot at 0◦ (h) gufm1 B̃r, FK plot at 40◦S
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Figure 3.9: TL plots and FK power spectra of B̃r.
Time-longitude (TL) plots of the processed radial magnetic field B̃r with time averaged
axisymmetric component subtracted and high pass filtered with cut-off period 400 years,
from the field model gufm1 at latitudes 60◦N in (a), at 20◦N in (b), at the equator in
(e) and at 40◦S in (f). The associated frequency-wavenumber (FK) power spectra are
found in (c), (d), (g) and (h).
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to 60◦N with maximum power at a speed of 16 kmyr−1 westward and in the southern

hemisphere at 35◦S to 50◦S with maximum power at a speed of ∼30 kmyr−1 westward.
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Figure 3.10: Latitude-azimuthal speed (LAS) power plot of B̃r from gufm1.
Power distribution as a function of latitude and azimuthal speed in a latitude-azimuthal
speed (LAS) power plot of the processed radial magnetic field B̃r with the time averaged
axisymmetric field subtracted and filtered with a cut-off threshold of 400 years, from the
field model gufm1, constructed using the Radon transform methodology of §2.2.4.

3.2.4 Comparison of B̃r when filtering threshold is 400 years and 600 years

In order to be confident when interpreting B̃r, one must be satisfied that the features

it shows are robust and not artifacts introduced by the processing. This question has

already been partly addressed by considering synthetic models in chapter 2. There it

was found that the form of B̃r was insensitive to the small changes in filter parameters

and that a signal with a 200 year period could be accurately recovered when a high pass

filter threshold of 400 years was used. Here these finding are extended by comparing

the form of B̃r from gufm1 with two choices of high pass filter threshold (400 and 600

years). Figure 3.11 shows the resulting snapshots, TL plots and FK power spectra at the

equator and the LAS power plots. The evolution of B̃r with tc=600 years can also be

seen in animation A3.4 (see appendix F for further details): it is morphologically very

similar to animation A3.3 that documents the evolution of B̃r when tc=400 years. The

TL plots and FK power spectra in the two cases are also very similar in form, but the

m=7 signal appears to have more power when the cut-off is 600 years.

The peaks in the LAS power plot for tc=400 years are all also present when tc=600
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(a) Snapshot B̃r, tc= 400 (b) Snapshot B̃r, tc= 600
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(c) TL 0◦ B̃r, tc= 400yrs (d) TL 0◦ B̃r, tc= 600yrs
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(e) FK 0◦ B̃r, tc= 400yrs (f) FK 0◦ B̃r, tc= 600yrs
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(g) LAS plot B̃r, tc= 400yrs (h) LAS plot B̃r, tc= 600yrs
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Figure 3.11: B̃r from gufm1 for filter cut-offs of tc=400yrs and 600yrs.
Processed radial magnetic field with time averaged axisymmetric field removed and high
pass filtered with cut-off period tc of 400 years and 600 years, from gufm1. (a), (b) show
snapshots of the field at the core surface in 1890; (c), (d) show time-longitude (TL) plots
of the field evolution at the equator and (e),(f) the associated frequency-wavenumber
(FK) power spectra; (g), (h) show the latitude-azimuthal speed (LAS) power plots.
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years. This means that the features interpreted in the previous section are robust and

not artifacts. With a 600 year cut-off the higher latitude peaks have larger amplitude

suggesting the field evolution mechanisms associated with them operate on time scales

longer than the record length. The 400 year cut-off results have been presented in detail

in this chapter rather than the 600 year results because it is difficult to rigorously justify

the interpretion of field changes on time scales longer than the 400 year length of gufm1.

3.2.5 Spherical harmonic power spectrum for B̃r

Rather than processing space-time grids of a geomagnetic field model, it is also possible

to construct B̃r by processing the spherical harmonic model coefficients sampled at

discrete time intervals. In this case the equivalent processing involves first subtracting the

time average of each m=0 spherical harmonic (removing the time-averaged axisymmetric

field). Secondly, discrete time series for each spherical harmonic coefficient must be high

pass filtered (the filter cut-off threshold is chosen as before to be 400 years).

This alternative field processing method is instructive for two reasons. First it provides

a check that B̃r has been constructed correctly in the space-time griding method2 and

secondly it enables the effect of processing on the time-averaged spherical harmonic

power spectra to be determined (see figure 3.12).
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Figure 3.12: Spherical harmonic power spectra of Br,Br-B̄r),B̃r from gufm1.
The time-averaged spherical harmonic power spectra (Lowes, 1974) defined by the expres-
sion Rl = (ac )

2l+4(l+1)
∑L

m=0[(g
m
l )2 +(hml )2], where L is the degree of model truncation,

gml , hml are the spherical harmonic coefficients, a is the radius of Earth’s surface and c
is the core radius. The green squares and line show the time-averaged power spectra of
the unprocessed field model gufm1, the red triangles and line show the power spectra of
the time-averaged axisymmetric (m=0) component and the blue circles and lines show
the time-averaged power spectra after the m = 0 component has been removed and the
times series for each spherical harmonic have been high pass filtered with tc=400 yrs.

2 fBr from processing model coefficients was identical to that found from the space-time grids.
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The model associated with B̃r has considerably less power at all degrees, due to the

removal of the m=0 time-averaged components and the high pass filtering. It exhibits

a shallow peak over degrees 4 to 10 in contrast to the spectra for the unprocessed field

model that is dominated by low degree spherical harmonics. This illustrates that looking

at B̃r involves focusing on smaller spatial scales than those that dominate the original

field model, even though no explicit spatial filtering has been carried out.

3.3 Isolation and description of field evolution modes in B̃r

In this section frequency-wavenumber filtering (see §2.9) is carried out to isolate the

space-time signatures of strong spectral peaks found in the analysis of B̃r shown in figure

3.9. It was decided to investigate the m=3 signal that dominates in figure 3.9c, the m=7

signal that dominates in figure 3.9d and them=5 signal that dominates in figure 3.9g. For

each wavenumber investigated, only frequencies of 0.003 to 0.008 cycles per year (periods

between 125 years and 333 years) are retained. In figure 3.13 snapshots of the field at

the core surface in 1890 and the LAS power plots associated with the reconstruction of

m=7, m=5, and m = 3 are presented. Animations of the field evolution at the core

surface from 1630 to 1950 associated with the modes can be found in animations A3.5

(m=7), A3.6 (m=5) and A3.7 (m=3) respectively (see appendix F for further details).

The m=7 mode in figure 3.13a,b is observed to have most power at mid-latitudes in

the northern hemisphere from 10◦N to 50◦N, centred around 30◦N. It is initially located

at low latitudes, but moves slightly northwards as time progresses, until in the 20th

century it is centred at 30◦N. It is noteworthy that the position of this m=7 mode in

the 20th century is coincident with previous identifications of wave features in Br at

the core surface during that period. In particular, it is consistent with the mid-latitude

polar wave discussed by Bloxham et al. (1989) (see their figure 28) that was tentatively

identified as being of wavenumber between m=5 and m=8; it is also consistent with the

northern hemisphere part of the approximately m=8 patterns recently reported in high

resolution images constrained by satellite data and linked to wave motions by Jackson

(2003). The lack of any southern hemisphere signal associated with this mode means

it cannot be definitively classified as either equatorially symmetric (ES) or equatorially

antisymmetric (EA).

The reconstruction of the m=5 mode in the space-time domain and its LAS power plot

in figure 3.13c,d confirms this mode as the source of the high amplitude equatorial signal

seen in figure 3.10 that was earlier reported by Finlay and Jackson (2003). This low

latitude m=5 mode is clearly observed to be symmetric about the equator (ES). It is

present throughout the interval from 1630 A.D. to 1950 A.D., but in the animation A3.6

it appears to weaken in the 20th century. There also seems to be a strong m=5 signal at

between latitudes 40◦ to 50◦ north and south. The phase of these higher latitude signals
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(a) gufm1 B̃rec
r , m=7 1890 (b) gufm1 B̃rec

r , m=7 LAS plot
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(c) gufm1 B̃rec
r , m=5 1890 (d) gufm1 B̃rec

r , m=5 LAS plot
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(e) gufm1 B̃rec
r , m=3 1890 (f) gufm1 B̃rec

r , m=3 LAS plot
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Figure 3.13: Snapshots and LAS plots of B̃rec
r from gufm1; m= 7, 5 and 3.

By FK-filtering, motions with wavenumbers m= 7, 5 and 3 and periods between 125
and 333 years were isolated. Snapshots of the recovered field at the core surface in 1890
are shown in (a) for m=7, in (c) for m=5, in (d) for m=3, while the latitude-azimuthal
speed (LAS) power plots are shown in (b) for m=7, in (d) for m=5, in (e) for m=3.

is not fixed compared with that of the equatorial signal.

Results from the FK-filtering reconstruction of the m=3 westward mode are shown in

figure 3.13e,f and its evolution at the core surface can be followed in animation A3.7.

Most power is found at higher latitudes, particular in the northern hemisphere at 60◦N,

travelling westward at an average speed of approximately 18 kmyr−1. The signal in the
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southern hemisphere is at 40◦S, so no clear equatorial symmetry exists for this mode.

Care should be taken when interpreting the results of FK-filtering discussed above. Ex-

periments with synthetic models illustrated that this processing can map a single drifting

field feature into a wave-like group, with maximum amplitude where the drifting feature

was in the original. Especially at latitudes where a range of wavenumbers are present

in B̃r, inferences concerning properties associated with a single wavenumber should be

treated with caution. However, at latitudes where B̃r is dominated by a single wavenum-

ber (such as at the equator) and where global wave patterns are seen before spatial

filtering, inferences concerning the mode properties should be considered reliable.

3.4 Geographical trends in azimuthal speeds of field features

The use of spatial sub-windows as described in §2.6 permits the determination of varia-

tions in the azimuthal speeds of spatially and temporally coherently field features (time-

averaged over the observation interval) as a function of position on the core surface. This

technique was applied to B̃r constructed using a high pass filter with cut-off period of

400 years from gufm1. The results are displayed in figure 3.14.
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Figure 3.14: Geographical variations in azimuthal speeds of B̃r from gufm1.

Using longitudinal windows of width 80 degrees, moving in steps of 20 degrees the varia-
tions in azimuthal speed as a function of both latitude and longitude can be determined
using the Radon transform methodology described in §2.2.4 and §2.6. Only the peak
with most power is utilised in each sub-LAS power plot, and that peak must be greater
than 4 times the average power in the plot for it to be displayed, otherwise a speed of 0
kmyr−1 is assigned to the location.

Low latitudes in the Atlantic hemisphere is the region with most high amplitude, spatially
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and temporally coherent, azimuthally moving features, consistent with animations of B̃r.

There does not seem to be any obvious trend in the azimuthal speeds of field anomalies as

a function of latitude. Features move fastest (around 22 kmyr−1) under south-western

Africa and slowest (around 12 kmyr−1) at mid-latitudes under the Atlantic ocean. The

fast speeds under South-western Africa are consistent with the m=3 mode discussed in

§3.3, the slower speeds at mid-latitudes under the northern Atlantic are consistent with

the m=7 mode. The features seen under Venezuela and the Caribbean are consistent

with the speeds and location of the m=5 mode.

Similar studies of geographical variations in the azimuthal speed of oceanic motions

(e.g. Chelton and Schlax (1996)) showed clear latitudinal trends. These helped to

diagnose the presence of oceanic Rossby waves and enabled theoretical predictions of

their propagation speeds to be tested. The lack of any clear latitudinal trends in the

present study suggests that there is no evidence for the propagation of waves whose phase

speed varies in a simple manner with latitude, for example as a result of the β-effect (the

variation in the Coriolis force with latitude).

3.5 Hemispherical differences in field evolution processes

Whether Earth’s magnetic field and its evolution are fundamentally different in the Pa-

cific hemisphere has been discussed since the time of the Carnegie Institution’s magnetic

surveys of the oceans in the early 20th century (Fisk, 1931) when anomalously low secular

variation was observed there. Whitham (1958) suggested that there was no convincing

evidence for westward drift of non-dipole field features into the Pacific hemisphere while

Vestine and Kahle (1966) proposed that the lack of secular variation in the Pacific was

linked to low main field amplitude and gradients there (also consult Walker and Backus

(1996) for a demonstration of the statistical difference in the average value of B 2
r between

the Pacific and Atlantic hemispheres).

Doell and Cox (1965; 1971) used evidence from paleomagnetic records in Hawaiian lavas

to propose that secular variation in the Pacific has been anomalously low there over the

past million years, suggesting that this might be a signature of a heterogeneous lower

mantle influencing convection in the core. Recently Bloxham (2002), Christensen and

Olson (2003) and Gubbins and Gibbons (2004) have provided quantitative support for

this proposal by modelling how hemispherical differences in core flow patterns (and hence

secular variation) could be produced by variations in heat flux at the core surface. In

order to further evaluate such proposals it is necessary to compare predicted patterns of

field evolution to the patterns found in geomagnetic field models. The analysis of gufm1

carried out in this chapter is suitable for this purpose.

In figure 3.15 time-longitude (TL) plots for the Pacific and Atlantic hemispheres from

gufm1 are presented separately in order that the properties of the field evolution in the
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east-west direction in the two hemispheres can be compared and contrasted. These plots

illustrate that the strongest spatial and temporally coherent field evolution is found in

the Atlantic hemisphere. However, there also appear to be weaker westward moving

field anomalies in the Pacific hemisphere, particularly at 40 ◦S (see figure 3.15e). This

demonstrates that westward drift of field features in the historical era is not confined

the Atlantic hemisphere. The synthetic tests of §2.8 demonstrated that signals in the

Pacific hemisphere could not result from aliasing of a strong Atlantic hemisphere signal

which gives confidence in the reality of the Pacific signal observed here. Furthermore,

the wavenumber and speeds of the azimuthally moving field features in the Pacific and

Atlantic hemispheres are similar. This appears to be an indication that the core motions

inducing wave-like patterns of secular variation are global in extent and not confined to

the Atlantic hemisphere. The signal may be weaker in the Pacific hemisphere because

the field amplitude and gradients acted on by core motions are smaller there (Vestine

and Kahle, 1966). This hypothesis is investigated further in chapter 8 where the forward

problem of global wave flows acting on a historical magnetic field configuration is studied.

The explanations of Christensen and Olson (2003) and Gubbins and Gibbons (2004)

whereby inhomogeneous thermal boundary conditions produce very different forms of

flow in the Pacific and Atlantic hemispheres predicts different field evolution patterns in

the two hemispheres; this seems incompatible with the results of the present study.

The question of whether the Pacific hemisphere has always experienced weak secular

variation, and if so why low field amplitude and gradients should be localised there cannot

be answered using gufm1. These issues are discussed further when the archeomagnetic

model CALS7K.1 is analysed in chapter 4.

3.6 Temporal variations in field evolution processes

A shortcoming of LAS power plots calculated from the whole timespan of data is their

inability to distinguish between short intervals of high amplitude, spatially and tempo-

rally correlated field motions, and weaker less coherent field motion over a longer interval.

This is a consequence of the implicit averaging over the entire timespan that is involved

in taking the Radon transform of an entire TL plot.

This issue can be addressed (at the expense of resolution of the azimuthal speed of field

features — see §2.7) by calculating LAS power plots for sub-windows of time. After

synthetic trials (see §2.7), window widths of 80 years were chosen and the windows

moved through the record in steps of 10 years. The results for windows centred on 1670,

1700, 1750, 1800, 1850 and 1910 are shown in figure 3.16.

The strong equatorial feature is present throughout the record, though is most prominent

before 1800 and appears to weaken after 1900. Evidence for a higher latitude (around

60◦N) spatially and temporally coherent field evolution process is seen in the northern
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(a) gufm1 B̃r at 20◦N (Pacific) (b) gufm1 B̃r at 20◦N (Atlantic)
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(c) gufm1 B̃r at 0◦N (Pacific) (d) gufm1 B̃r at 0◦N (Atlantic)
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(e) gufm1 B̃r at 40◦S (Pacific) (f) gufm1 B̃r at 40◦S (Atlantic)
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Figure 3.15: Hemispherical differences in field evolution in gufm1.
Time-longitude (TL) plots of the evolution in the east-west direction of processed radial
magnetic field, with time-averaged axisymmetric field removed and high pass filtered
with cut-off period of tc = 400 years (B̃r), separated into the Pacific and Atlantic hemi-
spheres. (a), (c), (e) show the evolution in the Pacific hemisphere at 20◦N, 0◦N, and
40◦S respectively. (b), (d), (f) show the evolution in the Atlantic hemisphere at 20◦N,
0◦N, and 40◦S respectively.
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(a) LAS plot of B̃r, 1630 to 1710 (b) LAS plot of B̃r, 1660 to 1740
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(c) LAS plot of B̃r, 1710 to 1790 (d) LAS plot of B̃r, 1760 to 1840
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(e) LAS plot of B̃r, 1810 to 1890 (f) LAS plot of B̃r, 1870 to 1950
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Figure 3.16: Temporal evolution of LAS plots of B̃r from gufm1.
Using sub-windows in time of length 80 years, the evolution of the latitude-azimuthal
speed (LAS) power plot is followed, and the permanence of features seen in the average
LAS plot constructed from the full record (See figure (3.10)) can be assessed. (a) shows
a time sub-window centred on 1670, (b) a window centred on 1700, (c) a window centred
on 1750, (d) a window centred on 1800, (e) a window centred on 1850 and (f) a window
centred on 1910.
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hemisphere especially from 1760 to 1890, consistent with the m=3 FK-reconstructed

signal discussed in §3.3. From 1860 until the end of the record, at latitude 40◦S a strong

signal is seen consistent with the southern hemisphere m=3 FK-reconstructed mode.

There is also a weaker feature at 30◦N in the northern hemisphere in the 20th century,

that seems likely to be linked with the m=7 FK-reconstructed signal.

All of the field evolution modes, identified in §3.3 as being associated with peaks in the

LV plot for B̃r in figure 3.10, therefore appear to be rather transitory phenomenon. They

have not been steady in amplitude, position or speed over the past 400 years. This should

be borne in mind when seeking to make inferences concerning the time-independent spec-

tral content of field evolution mechanisms, and when making comparisons to geodynamo

model output or when comparing to predictions from simple theoretical models.

3.7 Determination of dispersion by wavenumber filtering B̃r from gufm1

Dispersion is the phenomenon whereby the speed at which a signal is transmitted depends

on its frequency and hence its wavelength (see, for example, the discussion in Feynman

et al. (1963)). By measuring dispersion from observations of a propagating disturbance

and calculating the best (least squares, regularised) fit obtained to theoretical models

of wave propagation, it is possible to assess the viability of the different models as an

explanation for the propagating disturbance. Furthermore, if a model can be found that

produces a good fit to the observations, it may be possible to infer bounds on previously

undetermined physical properties associated with the propagation mechanism. The use

of observations of dispersion in seismic surface waves to infer the structure of Earth’s

crust and mantle (see, for example Shearer (2001) and Romanowicz (2002); Shearer

(2001)) is one example of a geophysical application of such ideas.

Now consider drifting geomagnetic field features at Earth’s core surface. If the dispersion

of such features could be accurately determined it would be possible to test proposed

models for the origin of the drift, such as hydromagnetic wave propagation or advection.

If a satisfactory model could be found, the range of acceptable model parameters could

be used to place bounds on core dynamics. The first step in this scheme is to determine

whether or not there is any evidence for dispersion in current geomagnetic field models.

Here an attempt to do just that was made using gufm1.

The field (Br− B̄r) was filtered so that only a single wavenumber remained, but without

restriction in frequency. An estimate of the equatorial azimuthal speed corresponding to

this wavenumber was then obtained by constructing a LAS power plot and finding the

speed corresponding to maximum power at the equator. The LAS power plots used to

infer the azimuthal phase speeds for different wavenumbers are presented in figure 3.17.

Considering all latitudes, strong signals can be found over a wider range of wavenumbers,

but it seems likely that different field evolution mechanisms might operate at different
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(a) LAS plot of (Br − B̄r), m=3 (b) LAS plot of (Br − B̄r), m=4
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(c) LAS plot of (Br − B̄r), m=5 (d) LAS plot of (Br − B̄r), m=6
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(e) LAS plot of (Br − B̄r), m=7 (f) LAS plot of (Br − B̄r), m=8
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Figure 3.17: LAS plots from gufm1 of (Br − B̄r) filtered by wavenumber.
Latitude-azimuthal speed (LAS) plots of (Br−B̄r) from gufm1 filtered only by wavenum-
ber and retaining all frequencies. (a) shows wavenumber m=3, (b) m=4, (c) m=5, (d)
m=6, (e) m=7 and (f) m=8.
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latitudes. Therefore only a single latitude (the equator) where the clearest signal was

located was investigated. Unfortunately, the FK power at the equator contains power at

only a small range of wavenumbers (between m=3 and m=8), with most of the power

associated with the m=5 signal. This makes it rather difficult to measure dispersion.

In figure 3.18 the equatorial azimuthal speeds of anomalies in (Br − B̄r) estimated from

the LAS power plots in figure 3.17 (with bounds indicating the full width at half maxi-

mum (FWHM) of the peaks in the LAS plots) are presented as a function of wavenumber.

Even over the small range of wavenumbers available, the m=3, 7 modes in figure 3.17

are rather weak at the equator and must therefore be regarded with suspicion.

Two possible interpretations of the variation of the azimuthal speed of field features with

wavenumber are suggested in figure 3.17. Considering only m=4, 5, 6, 8 as robust, then

the least squares best fit line shows only a very weak gradient; infact a best fit line with

zero gradient would also lie well within the FWHM limits. Therefore, the most robust

data can be said to be consistent with the hypothesis of no dispersion in azimuthal

geomagnetic secular variation at the equator.

A second interpretation is possible if one is willing to accept the weak m=3,7 signals as

reliable. In this case, the least squares best fit line and any best fit lines compatible with

the error bounds require that smaller wavenumbers (longer wavelengths) travel faster

azimuthally than larger wavenumbers (shorter wavelengths). In this case azimuthal

geomagnetic secular variation at the equator would be interpreted as having an inverse

dispersive character.

The almost monochromatic nature of the strong equatorial signal indicates that the

mechanism generating the field evolution may not be a free oscillation process suitable

for study via wave dispersion techniques, but instead the signature of a forced instability

as a result of which only a small range of wavenumbers are excited. The caveat that

only a single wavenumber is observed because of the short record length should also be

noted. Higher resolution observations over a longer period are (as usual) the only way

to definitively resolve this issue.

The most cautious and rigorous interpretation of the results of this investigation is that

there is no evidence of dispersive behaviour in the geomagnetic secular variation captured

by gufm1. Since dispersive behaviour is expected for hydromagnetic waves in a rapidly

rotating fluids (see chapter 6) this result favours advection rather than wave propagation

as the source of the azimuthal motion of wave-like patterns observed in B̃r in figure 3.10.

3.8 Summary

In this chapter the azimuthal evolution of Br at the core surface over the past 400 years as

captured by the model gufm1 has been studied in detail. Space-time spectral analysis has
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Figure 3.18: Wavenumber versus azimuthal speed of (Br − B̄r) at 0◦N.
Azimuthal (zonal) speeds of field features of (Br−B̄r) from gufm1 determined from LAS
plots after the field has been filtered so only single wavenumbers remain. The black line
shows the best least squares fit to m=4, 5, 6, 8 observed speeds. The observations for
m=3, 7 may not be robust because there is little power seen in the LAS plots at the
equator for these wavenumbers.

been carried out on B̃r after the removal of the time-averaged axisymmetric component

as well as the part of the field changing on time scales longer than 400 years. Spatially and

temporally coherent, azimuthally drifting, wave-like patterns in Br have been identified.

Hemispherical differences in field evolution processes have been discussed. Geographical

and temporal variations in the azimuthal speeds of field evolution mechanisms have been

investigated. The dependence of azimuthal speed on wavenumber (dispersion) has also

been studied.

The most striking result of this investigation is the identification of a mode of magnetic

field evolution at low latitudes dominated by a single wavenumber (m=5). This mode

has a frequency f=0.004 cpyr (corresponding to a period of around 250 years) and moves

westward at an average speed of 17 kmyr−1. It is equatorially symmetric (ES) and is

present throughout the historical record, though appears to have weakened in the 20th

century. It is observed most clearly under the Atlantic hemisphere from 100◦E to 100◦W.

Its properties are insensitive to the high pass filter threshold used in the analysis. There

are no known systematic errors introduced by the spectral analysis, field modelling or
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measurement methods that would produce such a spatially and temporally coherent

signal on these long time scales, implying that this must be a genuine mode of magnetic

field evolution at the core surface.

Other signals identified in B̃r include a weaker m=7 signal found at low to mid latitudes

in the northern hemisphere and a m=2, 3 signal that is strongest at mid latitudes in the

southern hemisphere. The m=7 signal is observed most clearly near to latitude 30◦N

in the 20th century though it is initially located at lower latitudes and slowly drifts

northward. It has frequency f=0.004 cpyr (a period of around 250 years) and moves

westward at an average speed of around 12 kmyr−1. The m=2, 3 signal is observed

most clearly between 20◦S and 40◦S and has a frequency of 0.0042 cpyr (a period of 235

years) and moves rapidly westward at an average speed of 30 kmyr−1. It is strongest

towards the end of the historical record (especially after 1800), and at longitudes 150◦E to

90◦W. It was further found that although the highest amplitude, spatially and temporally

coherent patterns of field evolution were located in the Atlantic hemisphere, weaker

patterns with similar form were also present in the Pacific hemisphere.

It was not possible to detect either dispersive behaviour or any systematic geographic

trends in azimuthal speeds of field features. These are properties associated with hydro-

magnetic wave propagation mechanisms in rapidly rotating fluids (see chapter 6). The

negative results obtained therefore suggest that the azimuthal motion of the wave-like

patterns in Br may be more consistent with advection by azimuthal flow than with

hydromagnetic wave propagation in the core. Wave propagation as a mechanism for

azimuthal magnetic field motion cannot be ruled out on the basis of the results of this

chapter, but there is no strong evidence in its favour.
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Chapter 4

Application of the space-time spectral
analysis technique to the archeomagnetic
field model CALS7K.1

4.1 Introduction

In this chapter results of the application of the space-time spectral analysis methods to

a continuous archeomagnetic and lake sediment geomagnetic field model spanning the

interval 5000 B.C. to 1950 A.D. (CALS7K.1 — see appendix B for a description of the

model) are presented.

The most serious shortcoming of an analysis of geomagnetic secular variation based on

gufm1 is that this model spans only 400 years. This is unfortunately not long enough

for rigorous and statistically significant conclusions to be drawn concerning field evolu-

tion mechanisms with time scales of centuries to millennia. A possible resolution of this

difficulty involves using indirect measurements of Earth’s magnetic field. Constructing

global field models and testing hypotheses concerning geomagnetic secular variation re-

quires a density of spatial and temporal coverage of observations that exist only in the

past few millennia, so attention will focus on this time interval.

Over the past decade a continuous geomagnetic field model derived from indirect mea-

surements from the past seven millennia has been developed by Cathy Constable and

co-workers as described in Johnson and Constable (1998), Constable et al. (2000), Korte

and Constable (2003), Korte et al. (2005) and Korte and Constable (2005). Their latest

model is known as CALS7K.1 (Continuous Archeomagnetic and Lake Sediment model of

the past 7000 years, Version 1) and is the best current source of information concerning

the evolution of the geomagnetic field at the core surface on millennial time scales.

In this chapter an attempt is made to assess the reliability of CALS7K.1 by comparing

a subsection of the model from 1600 A.D. to 1950 A.D. (referred to as CALS7K.1h)
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to a version of the historical geomagnetic field model gufm1 (referred to as gufm1d)

processed so that its spatial power spectra matches that of CALS7K.1h. Having gained

insight into the limitations of CALS7K.1, the full span of model CALS7K.1 is analysed

using time-longitude methods developed in chapter 2 to search for episodes of spatially

and temporally coherent azimuthal motion of Br at the core surface. Finally the results

of the investigations are summarised and the implications for understanding mechanisms

of geomagnetic secular variation are discussed.

4.2 Comparison of CALS7K.1h to gufm1d

In this section a subset of the field model CALS7K.1, covering the interval 1600 A.D.

to 1950 A.D., and referred to as CALS7K.1h is analysed in detail and compared to

a version of the historical model gufm1 (referred to as gufm1d) processed to mimic

the power spectra of CALS7K.1h (but of course derived using higher quality data).

Comparison between these models permits the reliability of CALS7K.1h (and hence

that of CALS7K.1) to be assessed. It allows identification of where and on what time

scales spurious features should be expected. This should help to guard against erroneous

interpretations of CALS7K.1 later in the chapter.

4.2.1 Creation of gufm1d and spherical harmonic power spectra

The model called gufm1d was created by multiplying the coefficients for each degree

in gufm1 by a modulation factor

√
RCALS7K.1h

l

Rgufm1
l

to force the power spectra of the result

(gufm1d) to be identical to that of CALS7K.1h. The time-averaged power spectra of

CALS7K.1h (also that of gufm1d) is compared to the time averaged power spectra of

gufm1 in figure 4.1. The power in CALS7K.1h is always lower than that in gufm1, but

they are of comparable magnitude up to spherical harmonic degree 5. At high spherical

harmonic degree the power in CALS7K.1h drops off much faster than the power in

gufm1. gufm1d was created to determine whether a model with the same spatial power

characteristics as CALS7K.1 can capture the major field evolution processes noticed in

the study of gufm1 in chapter 3, and to isolate the effects of data errors and problems due

to the sparse geographical spread of observations compared to the effect strong damping

of field coefficients in CALS7K.1h.

4.2.2 Comparison of unprocessed radial magnetic field (Br)

Snapshots from CALS7K.1h and gufm1d in 1650 A.D., 1830 A.D. and 1950 A.D. are

displayed in figure 4.2, while animations A4.1 and A4.2 show the continuous evolution of

CALS7K.1h and gufm1d respectively over the interval 1600 A.D. to 1950 A.D. Figure 3.1

and animation A4.1 should be consulted in order to compare CALS7K.1 and gufm1d with
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Figure 4.1: Spectra from gufm1 compared to CALS7K.1h and gufm1d.
The time-averaged spherical harmonic power spectra (Lowes, 1974) defined by the expres-
sion Rl = (ac )

2l+4(l+1)
∑L

m=0[(g
m
l )2 +(hml )2], where L is the degree of model truncation,

gml , hml are the spherical harmonic coefficients, a is the radius of Earth’s surface and c
is the core radius. The black squares and line show the power spectra of gufm1 up to
spherical harmonic degree 10, while the red diamonds and line show the power spectra
of CALS7K.1h and gufm1d, in which each spherical harmonic degree in gufm1 has been
scaled in order to obtain the same power spectra as CALS7K.1h.

gufm1. gufm1d does a surprisingly good job of capturing field evolution patterns seen in

Br at the core surface in gufm1, except that high amplitude, small length scale features

are smoothed out. In the subsequent discussions it shall therefore be assumed that

gufm1d accurately represents the large scale field evolution that CALS7K.1 should ideally

reproduce, given more accurate data and a better global distribution of observations.

Both CALS7K.1h and gufm1d are dipole dominated, with high latitude field concentra-

tions in the northern hemisphere, have westward moving undulations of the geomagnetic

equator and have lows in Br amplitude under the northern Atlantic. These similarities

are remarkable given differences in both data type and the spatial distributions of obser-

vations. However, differences in positions of field concentrations and their time evolution

in these two models are certainly present. For example the Br concentration initially

observed below the Indian ocean and moving westward is very prominent in gufm1d

but not seen in CALS7K.1h; under Africa in CALS7K.1h there is a region where the

magnetic equator is almost north-south, this is not observed in gufm1d; concentrations

of Br are observed at high latitudes in the southern hemisphere in gufm1d but not in

CALS7K.1h; there is a reversed flux patch observed in the Northern Atlantic after 1850

in CALS7K.1h that is only a low amplitude field feature in gufm1d.

The absence of Br features known to be present in historical models constructed with

higher accuracy data indicates that CALS7K.1h accurately captures only certain aspects
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(a) CALS7K.1h, Br at core (b) gufm1d, Br at core
surface in 1650 surface in 1650
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(c) CALS7K.1h, Br at core (d) gufm1d, Br at core
surface in 1830 surface in 1830
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(e) CALS7K.1h, Br at core (f) gufm1d, Br at core
surface in 1950 surface in 1950
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Figure 4.2: Comparison of snapshots of Br from CALS7K.1h and gufm1d.
Unfiltered radial magnetic field (Br) at the core surface from the models CALS7K.1h
and gufm1d are presented for comparison in snapshots from 1650 A.D. in (a), (b), from
1830 A.D. in (c), (d) and from 1950 A.D. in (e), (f). These and all subsequent snapshots
in this chapter are in Hammer-Aitoff equal area map projection.
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of the geomagnetic field evolution. The presence of features in CALS7K.1h not seen

in gufm1 raises the dilemma that interpretation of CALS7K.1 without thought could

lead to erroneous conclusions regarding field evolution mechanisms. These problems are

illustrated in more detail in figure 4.3 where time-longitude (TL) plots of the unprocessed

Br from CALS7K.1 and gufm1d are presented. These should also be compared and

contrasted with the TL plots of gufm1 in figure 3.2.

At 60◦N, two nearly stationary, high amplitude features are found in both gufm1d and

in CALS7K.1h though the space-time paths are slightly different. A reverse flux feature

at 0◦E is prominent in CALS7K.1h, but it is only observed as a low amplitude feature

in gufm1d. At 20◦N, features from 0◦E to 180◦E exist after 1800 A.D. in CALS7K.1h

that are not as striking in gufm1d. At the equator, CALS7K.1 fails to correctly capture

positions and speeds of the most rapidly azimuthally moving features seen in gufm1d: the

feature moving from 90◦E in 1600 A.D. to 60◦E in 1800 A.D. in gufm1d is not present

in CALS7K.1h . The problems with degraded information in CALS7K.1h compared

to gufm1d are most serious in the southern hemisphere; for example at 40◦S no field

features at all are observed in the western hemisphere in CALS7K.1h, while structures

are certainly present in gufm1d. Despite these shortcomings, some reliable information

is obtained from CALS7K.1h: the direction of motion of field features in gufm1d and

CALS7K.1h is found to agree well. For example the feature at 20◦N moving from 30◦W in

1600A.D. to 60◦W in 1950A.D. is present in both models. It can certainly be concluded

that CALS7K.1h will not show spatially and temporally coherent, westward moving,

field features in TL plots unless they are also present in gufm1d.

4.2.3 High pass filtering and the variability captured by gufm1d and CALS7K.1h

When attempting to characterise the evolution of Br in gufm1 it was found to be useful to

remove the time-averaged axisymmetric field and to high pass filter to remove stationary

and very slow moving field features. Ideally, one would like to carry out the same

procedure to CALS7K.1. However, as has already become evident, it seems unlikely

that CALS7K.1 will have the spatial or temporal resolution to capture all the processes

of interest observed in gufm1. Nevertheless it is important to attempt such procedures, in

order to determine the precise shortcomings of CALS7K.1 and to aid future development

of similar millennial time scale field models, that will undoubtedly eventually become

valuable research tools.

The percentage variability captured compared to the unfiltered case (Pv, see equation

(2.6)) in CALS7K.1h and gufm1d between 1600A.D. and 1950A.D. compared to that of

gufm1 is shown in figure 4.4 for a range of high pass filter thresholds. Models gufm1

and gufm1d show almost identical variations with 42 % of field change remaining when

changes longer than 400 years are removed. In contrast, CALS7K.1h is dominated by

slower field change mechanisms, with only 18 % of field changes remaining when the
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(a) CALS7K.1h Br, TL plot at 60◦N (b) gufm1d Br, TL plot at 60◦N
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(c) CALS7K.1h Br, TL plot at 20◦N (d) gufm1d Br, TL plot at 20◦N
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(e) CALS7K.1h Br, TL plot at 0◦N (f) gufm1d Br, TL plot at 0◦N
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(g) CALS7K.1h Br, TL plot at 40◦S (h) gufm1d Br, TL plot at 40◦S
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Figure 4.3: TL plots of Br from CALS7K.1h and gufm1d.
Time-longitude (TL) plots of the unprocessed radial magnetic field (Br) from the field
models CALS7K.1h and gufm1d from 1600A.D. to 1950A.D. at latitudes 60◦N in (a),
(b); at 20◦N in (c), (d); at the Equator in (e), (f) and at the 40◦S in (g), (h).
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filtering threshold is 400 years. Unfortunately, this 18 % is the most poorly constrained

component of CALS7K.1h, given the large errors associated with dating indirect records

of the magnetic field in the past. It is clearly not sensible to filter CALS7K.1h with a

threshold of 400 years, but it may be reasonable to filter it with a longer threshold of

a few thousand years in which a significant percentage of the original variability in the

unprocessed model is captured.
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Figure 4.4: Variation in CALS7K.1h compared to gufm1d and gufm1.
Graphs showing the percentage of the original field variation Pv, as defined in equation
(2.6), captured by B̃r as the choice of filter cut-off is varied in CALS7K.1h, gufm1d and
gufm1, over the interval 1600A.D. to 1950A.D.

Figure 4.5 gives further insight into the fidelity with which field evolution processes

are captured. It documents changes in latitude-azimuthal speed (LAS) power plots for

CALS7K.1h and gufm1d as the filter-cut off threshold is varied. When only the time-

averaged axisymmetric field is removed, but no filtering is carried out the LAS power

plots for the two model show some similarities. A slow eastward moving field feature is

dominant at mid to high latitudes in the northern hemisphere (at approximately 60◦N)

and a westward moving feature is observed at mid to low latitudes in the northern

hemisphere. However, the strong southern hemisphere feature seen at 50◦S in gufm1d is

absent from CALS7K.1h, emphasising the incomplete coverage in data coverage in the

southern hemisphere in CALS7K.1 during this time interval.

For a filter threshold of 2500 years, the strong southern hemisphere signal in gufm1d

is still not captured, but a strong westward signal is found for both models at low to

mid latitudes in the northern hemisphere, with an azimuthal speed of approximately

20 kmyr−1, but with a much larger spread of power in CALS7K.1h. When the filter

threshold is decreased further to 800 years an eastward signal at 45◦N is seen in both

models, and both still show a low latitude signal in the northern hemisphere. Finally

when the filter threshold is 400 years,the two models both have signals in the northern

hemisphere (at round 50◦N) that were interpreted in the previous chapter as being the
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(a) CALS7K.1h (Br − B̄r) LAS plot (b) gufm1d (Br − B̄r) LAS plot
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(c) CALS7K.1h B̃r, LAS, tc=2500yr (d) gufm1d B̃r, LAS, tc=2500yr
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(e) CALS7K.1h B̃r, LAS, tc=800yr (f) gufm1d B̃r, LAS tc=800yr
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(g) CALS7K.1h B̃r, LAS, tc=400yr (h) gufm1d B̃r, LAS, tc=400yr
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Figure 4.5: LAS power plots of B̃r from CALS7K.1h and gufm1d.
Latitude-azimuthal speed (LAS) power plots of radial magnetic field with time-averaged
axisymmetric field removed and high pass filtered (B̃r) from CALS7K.1 and gufm1d from
1630A.D. to 1910A.D. with no filtering in (a) and (b) and a high pass filter threshold of
2500 yrs in (c), (d); 800 years in (e), (f) and 400 years in (g), (h).
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result of an m= 2 or 3 features travelling in both eastward and westward directions.

However, it must be emphasised that CALS7K.1h fails to capture the strong equatorial

or southern hemisphere signals on these time scales.

The conclusion from the comparison of CALS7K.1h and gufm1d is that gufm1d with its

truncated power spectra captures the field changes in gufm1 surprisingly well but that

CALS7K.1h has more difficulty. CALS7K.1h does, however, yield useful information on

long wavelength field changes at mid to high latitudes in the northern hemisphere on

time scales longer than around 800 years. In particular, it can determine whether the

predominant azimuthal motion of field features at a particular latitude is either eastward

or westward. If only short time scales shorter than 800 years are retained, spurious

features dependent on the heterogeneous data distribution arise. In appears that the

data coverage in much of the southern and Pacific hemispheres is then insufficient to

capture even large scale, slow field evolution processes.

4.3 Space-time analysis of CALS7K.1

In this section the space-time spectral analysis method is applied to Br at the core surface

for the full span of CALS7K.1. The interval from 2000B.C. to 1700A.D. is then focused

on and results presented after its time-averaged axisymmetric part and the component

evolving on time scales longer than 2500 years have been removed. Choosing a much

longer high pass filter threshold compared to that used when studying gufm1 is reasonable

in this case because the timespan of the model is much longer. This choice also lessens

the problems associated with focusing on field changes happening on time scales faster

than 800 years, for which the model was found to be unreliable in the previous section.

4.3.1 Analysis of unprocessed radial magnetic field (Br) for full span of CALS7K.1

Snapshots of Br at the core surface from CALS7K.1 in 5000 B.C., 3650 B.C., 2300 B.C.,

950 B.C, 400 A.D. and 1750 A.D. in figure 4.6 show how the field morphology has varied

over the past 7000 years. An animation showing the continuous evolution of Br over this

interval can be found in animation A4.3.

Motions of Br field concentrations are observed both in east-west and in north-south

directions in CALS7K.1. There is no concerted westward motion of the field, though

episodes of both eastward (for example from 2750B.C. to 2200 B.C. near 45◦N) and

westward motion (for example at near 20◦S from 200 B.C. to 500 B.C.) are observed.

The TL plots in figure 4.7 give more precise information concerning azimuthal field

motion.

Slow eastward and westward motions are discernible at 60◦N in figure 4.7a, especially

after 1500B.C. At 40◦N the westward motion of a succession of perturbations in Br is
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(a) CALS7K.1, Br at core (b) CALS7K.1, Br at core
surface in 5000B.C. surface in 3650B.C.
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(c) CALS7K.1, Br at core (d) CALS7K.1, Br at core
surface in 2300 B.C. surface in 950 B.C.
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(e) CALS7K.1, Br at core (f) CALS7K.1, Br at core
surface in 400 A.D. surface in 1750 A.D.
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Figure 4.6: Snapshots of Br from CALS7K.1 from 5000B.C. to 1750A.D.
Unfiltered radial magnetic field (Br) at the core surface from the model CALS7K.1
presented in snapshots from 5000 B.C. in (a); 3650 B.C. in (b); 2300 B.C. in (c), 950
B.C.; in (d) 400 A.D. in (e) and 1750 A.D. in (f).
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(a) CALS7K.1, TL plot of Br, 60◦N (b) CALS7K.1, TL plot of Br, 40◦N
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(c) CALS7K.1, TL plot of Br, 20◦N (d) CALS7K.1, TL plot of Br, 0◦N
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(e) CALS7K.1, TL plot of Br, 10◦S (f) CALS7K.1, TL plot of Br, 20◦S
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(g) CALS7K.1, TL plot of Br, 40◦S (h) CALS7K.1, TL plot of Br, 60◦S
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Figure 4.7: TL plots of Br from CALS7K.1.
Unfiltered Br at the core surface from the model CALS7K.1 in time-longitude plots at
latitudes (a) 60◦N, (b) 40◦N, (c) 20◦N, (d) 0◦N, (e) 10◦S, (f) 20◦S, (g) 40◦S and (h) 50◦S.
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particularly prominent between 1500 B.C to 500 A.D from 150◦E around 500 B.C. to

60◦E in 250 B.C., with slow eastward motion of field features observed close to 120◦E

from 500 A.D. to 1500 A.D.. At low latitudes, there are some weak signals of field

features drifting (usually westwards) between 1500 A.D. and 1950 A.D. (see previous

section for a discussion on how these are similar too but don’t quite correctly capture

the motions seen in gufm1 during the interval 1600 A.D. to 1950A.D.).

At 40◦S and at higher latitudes in the southern hemisphere there is no evidence for

either eastward or westward motions of field concentrations: it seems likely that this

is primarily because of data limitations (the sparsity of measurements in the southern

hemisphere) rather than the operation of any different physical mechanisms in this region.

Prior to 2000 B.C. no evidence is found at any latitude in unprocessed TL plots of

azimuthally moving field features in Br. Instead, the field in this early part of CALS7K.1,

is dominated by stationary field features some of which slowly change amplitude on

millennial time scales.

4.3.2 Analysis of B̃r from 2000 B.C. to 1700 A.D.

The TL plots of unprocessed Br from CALS7K.1 suggest that a number of azimuthally

moving field features may be present during the interval 2000 B.C. to 1700 A.D., sug-

gesting that this interval should be studied more closely, focusing on the millennial time

scale for which CALS7K.1 contains reasonable power. As a preliminary step in this pro-

cess, the amount of field change captured when different high pass filter thresholds were

applied to the CALS7K.1 model was studied to facilitate the choice of a sensible filter

threshold. The results of this investigation are shown in figure 4.8.

Long term variations dominate the field evolution in CALS7K.1, with around 20 % of

field changes not accounted for when changes on time scales longer than 10000 years are

removed. Only 25 % of field changes are captured when the threshold is 1000 years, while

just over 50 % are captured when the threshold is 2500 years. The field changes occurring

on this 1000 to 2500 year time scale are likely to be of interest, so 2500 years was chosen

as the high pass filter threshold. In this investigation, CALS7K.1 was gridded at the

core surface at intervals of 2 years, to allow the finer details of the field evolution to be

observed and in order to achieve the best possible resolution in the latitude-azimuthal

speed (LAS) power plots.

The evolution of B̃r at the core surface from CALS7K.1 from 2000 B.C. to 1700 A.D.

(after the time-averaged axisymmetric field and field changes with periods longer than

2500 years have been removed) can be followed in animation A4.4. The strongest field

features are located at mid to high latitudes under Eurasia where episodes of both

eastward and westward motion are observed. These episodes do not appear to consist

of simple periodic oscillations but are highly time-dependent. The presence of rapid
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Figure 4.8: Variation in CALS7K.1 as a function of filter threshold period.
Graph showing the percentage of original field variation Pv , as defined in equation (2.6),

captured by B̃r as the choice of high pass filter threshold is varied for CALS7K.1 over
its full span from 5000B.C. to 1950A.D..

motions of field concentrations at low latitudes is intriguing and invites speculation that

they could be the ill-resolved signature of the equatorial field evolution processes similar

to those observed during the historical interval. TL plots of the processed magnetic field

from 2000B.C. to 1700A.D. and associated FK power spectra are presented in figure 4.9.

At 60◦N, high amplitude, m=1 and m=2 westward moving field features with period

around 1400 years (and azimuthal speeds ∼ 5 kmyr−1) are seen at eastern longitudes

from 2000 B.C. to 1000 A.D. At westward longitudes after 500A.D. weaker m=2 eastward

moving field features are found (for example that moving from 90◦W in 700 A.D. to 30◦E

in 1400 A.D at an average speed of also around 5 kmyr−1 at the core surface). At 40◦N

co-existing eastward and westward moving field features are observed. These seem to

converging in Λ shaped features, (for example the features moving from eastwards from

105◦W in 200 B.C. and westwards from 180◦E in 0 A.D. to meet at 15◦E in 700 A.D.).

The eastward moving field concentrations are observed to be weaker and of smaller length

scale (m=4 rather than m = 3) while both eastwards and westwards moving features

have similar azimuthal speeds of ∼7 kmyr−1.

The clearest evidence of spatially and temporally coherent motion of radial magnetic

field anomalies is found at low latitudes (at the equator and especially at 20◦S) where

m=2, 3 features with characteristic periods of approximately 1250 years are observed.

The most striking example is a feature at 20◦S that moves from 90◦E in 1200B.C. to

-60◦E in 200A.D. (average speed of approximately 0.11◦yr−1, or 7 kmyr−1 at the core

surface).
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(a) CALS7K.1 B̃r, TL plot at 60◦N (b) CALS7K.1 B̃r, TL plot at 40◦N
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(c) CALS7K.1 B̃r, FK plot at 60◦N (d) CALS7K.1 B̃r, FK plot at 40◦N
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(e) CALS7K.1 B̃r TL plot at 0◦ (f) CALS7K.1 B̃r TL plot at 20◦S
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(g) CALS7K.1 B̃r, FK plot at 0◦ (h) CALS7K.1 B̃r, FK plot at 20◦S
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Figure 4.9: TL and FK plots of B̃r from CALS7K.1 2000B.C to 1700A.D.
Time-longitude (TL) plots of the processed radial magnetic field B̃r with time averaged
axisymmetric component subtracted and high pass filtered with threshold of 2500 years,
from the field model CALS7K.1 from 2000B.C to 1700A.D. at latitudes 60◦N in (a), at
40◦N in (b), at the equator in (e) and at 20◦S (f). The associated frequency-wavenumber
(FK) power spectra found in (c), (d), (g) and (h).
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In figure 4.10 the latitude-azimuthal speed (LAS) power plots of B̃r from CALS7K.1

(2000B.C to 1700A.D.), with no high pass filtering applied and a high pass filter threshold

of 2500 years are presented. The unfiltered LAS plot shows the strongest signals in the

record during this interval appear at high latitudes in the northern hemisphere.

(a) CALS7K.1 (Br − B̄r), LAS plot (b) CALS7K.1 B̃r, LAS, tc=2500 yrs
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Figure 4.10: LAS plots of B̃r of CALS7K.1 from 2000B.C to 1700A.D.
Latitude-azimuthal speed (LAS) power plots of the processed radial magnetic field B̃r
with time averaged axisymmetric component subtracted and high pass filtered with cut-
off period 2500 years, of the field models CALS7K.1 from 2000B.C to 1700A.D..

When high pass filtering is used to eliminate signals with time scales longer than 2500

years (the case dealt with in the TL plots and FK power spectra of figure 4.9), the LAS

power plot of 4.10b shows that the strongest remaining signals are slow (∼ 5 kmyr−1)

and westwards at high latitudes (∼ 60◦N), though similar but weaker eastward signals

are also present. Signals indicating both some eastward but predominantly westward

field motions at latitudes ∼60◦N were also found when gufm1 was studied in chapter 3

(see, for example, figure 3.10).

There are also weak indications in figure 4.10 of a lower amplitude, faster moving, signal

between 20◦S and the equator, though this is an order of magnitude weaker than the

high latitude signal (note also the difference between the amplitudes of the high latitude

and low latitude signals in the TL plots in figure 4.9). This suggests that CALS7K.1

does show indications of spatially and temporally coherent signals at low latitudes, but

that using filter cut-off of 2500 years they are much weaker than the higher latitude

signals. This was also the case for gufm1 when this was studied with a 2500 year filter

threshold. A caveat to these observations is that the low latitude signal might be only

poorly resolved because of the lack of coverage of CALS7K.1 in the southern hemisphere

(see appendix B).
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4.3.3 Hemispherical differences in field evolution processes

As was discussed in §3.5 the issue of whether there are systematic differences in the

evolution of the geomagnetic field in the Atlantic and Pacific hemispheres has been

debated for many years. CALS7K.1 is a suitable tool for investigating whether any such

difference has persisted for several millennia, or whether it is simply a peculiarity of the

structure of the geomagnetic field over the historical era.

Time-longitude (TL) plots of CALS7K.1, with the time-averaged axisymmetric field

and fields evolving on time scales longer than 2500 years removed, are presented for

the Pacific and Atlantic hemispheres in figure 4.11. These illustrate that the strongest,

spatially and temporally coherent, patterns of field evolution are predominantly found in

the Atlantic hemisphere, particularly at low latitudes. However, there are indications of

similar patterns of field evolution in the Pacific hemisphere, especially at mid-latitudes

in the northern hemisphere where data coverage at Earth’s surface is best. At lower

latitudes and in the southern hemisphere the field evolution under the Pacific is lower

in amplitude and less convincingly wave-like, though the limitations of the data used to

constrain the field in these regions should be borne in mind.

On the basis of CALS7K.1, the tentative conclusion therefore appears to be that az-

imuthally drifting magnetic field concentrations at the core surface have in the past been

present the Pacific hemisphere, especially at northern mid-latitudes. At lower latitudes

and in the southern hemisphere, the resolution of the model does not appear to be good

enough for any definitive statements to be made, but it does seem that field features

evolving on time scales shorter than 2500 years are of lower amplitude in the Pacific

hemisphere.

These results suggest that the field structure has been consistently different (lower in

amplitude and with weaker gradients) at low and southern latitudes in the Pacific hemi-

sphere over the past 3000 years. This does not seem to have been the case at mid-latitudes

in the northern hemisphere. Possible explanations for this behaviour are discussed fur-

ther in chapter 8.

4.3.4 Discussion

The analysis of CALS7K.1 certainly provides evidence that azimuthally moving (both

eastward and westward) concentrations of Br are present at the core surface in CALS7K.1

on millennial time scales. However, whether the models are accurately characterising the

patterns of field evolution (recall the results of the comparison between CALS7K.1h and

gufm1) remains questionable. To reiterate these problems, in figure 4.12 TL plots, FK

plots and LAS plots of B̃r from CALS7K.1 and gufm1 (not gufm1d) from 1630 A.D.

to 1910 A.D are presented. In both cases the time-averaged field and changes on time

scales longer than 2500 years have been removed.
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(a) CALS7K.1 B̃r at 40◦N (Pacific) (b) CALS7K.1 B̃r at 40◦N (Atlantic)
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(c) CALS7K.1 B̃r at 0◦N (Pacific) (d) CALS7K.1 B̃r at 0◦N (Atlantic)
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(e) CALS7K.1 B̃r at 20◦S (Pacific) (f) CALS7K.1 B̃r at 20◦S (Atlantic)
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Figure 4.11: Hemispherical differences in field evolution in CALS7K.1.
Time-longitude (TL) plots of the evolution in the east-west direction of processed radial
magnetic field from CALS7K.1 between 2000B.C and 1700A.D., with time averaged
axisymmetric field removed and high pass filtered with cut-off period tc of 2500 years
(B̃r), separated into the Pacific and Atlantic hemispheres. (a), (c), (e) show the evolution
in the Pacific hemisphere at 20◦N, 0◦N, and 40◦S respectively. (b), (d), (f) show the
evolution in the Atlantic hemisphere at 20◦N, 0◦N, and 40◦S respectively.
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(a) CALS7K.1h B̃r, TL plot at 0◦N (b) gufm1 B̃r, TL plot at 0◦N
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(c) CALS7K.1h B̃r, FK plot at 0◦N (d) gufm1 B̃r, FK plot at 0◦N
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(e) CALS7K.1h B̃r, LAS plot at 0◦N (f) gufm1 B̃r, LAS plot at 0◦N
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Figure 4.12: TL, FK and LAS plots plots from CALS7K.1 and gufm1.
Time-longitude (TL) plots and frequency-wavenumber (FK) power spectra from the
equator and latitude-azimuthal speed (LAS) plots of the processed radial magnetic field

B̃r with time averaged axisymmetric component subtracted and high pass filtered with
cut-off period 2500 years, from the field models CALS7K.1 and gufm1 from 1630B.C to
1910A.D.
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Figure 4.12a,b illustrates that CALS7K.1 correctly registers the presence of westward

moving field features during the historical interval, but because it cannot image the

shorter length scale features reliably (see figure 4.12c,d) the space-time paths of the

field concentrations are not accurately captured. Nonetheless, the azimuthal direction

of motion, approximate latitude and the azimuthal speed of the strongest LAS plot

signals in northern hemisphere (an eastward signal at 45◦N and a faster westward signal

at around 5◦N) are also found in CALS7K.1. It should in addition be noted that this

comparison is not without limitations because field variations on millennial time scales

included in these plots are not reliably captured by gufm1 because of its comparatively

short timespan.

4.4 Summary of application of space-time spectral analysis to CALS7K.1

In this chapter the space-time evolution of Br at the core surface over the past 7000 years

as captured in CALS7K.1 has been discussed. Comparison of field evolution in gufm1d

and CALS7K.1 during the interval 1600 A.D. to 1950 A.D. has shown that CALS7K.1 is

not sufficiently accurate to precisely characterise field evolution processes with azimuthal

wavenumbers greater than 5 or with periods shorter than 1000 years, and that this results

in the mapping of power into larger length scales (smaller wavenumbers). Comparison

of gufm1 with gufm1d demonstrated that this loss of resolution was primarily a result of

the data errors and limitations in the data distribution, rather than being a consequence

of the limited spherical harmonic resolution (heavy damping) of the model.

On millennial time scales, both eastward and westward motions of spatially and tem-

porally coherent field anomalies are observed in CALS7K.1. This suggests that the

westward drift of the geomagnetic field may not be a defining feature of geomagnetic

secular variation as has previously been believed on the basis of observations from the

past 400 years. Instead episodes of azimuthal motion in both eastward and westward

directions seem to occur, particularly at mid-latitudes and on millennial time scales.
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Chapter 5

Application of the space-time spectral
analysis technique to output from a
convection-driven geodynamo model

5.1 Introduction

In the past decade, self consistent numerical models of the generation and evolution of

a magnetic field resulting from convection-driven fluid motions in a 3D spherical shell

geometry (including all coupling and feedback mechanisms) has demonstrated the fea-

sibility of the geodynamo mechanism in Earth’s core as the source of Earth’s magnetic

field (Dormy et al., 2000; Roberts and Glatzmaier, 2000a; Kono and Roberts, 2003). In

such numerical models, the mechanisms producing changes in the magnetic field at the

outer boundary can be determined directly because the magnetic, velocity and temper-

ature fields are known at all points in time and space inside the model domain, and the

applied boundary conditions are known. This scenario is in striking contrast to the case

for Earth’s core where only the magnetic field at the outer boundary is known, and then

only to limited resolution.

Although present models operate in a parameter regime far from that estimated for the

Earth (See appendix C) they do succeed in getting the ordering of the magnitude of terms

in the governing equations correct and in generating a predominantly dipolar magnetic

field (see, for example, Christensen et al. (1999)). Some workers have even suggested

that present models can accurately simulate aspects of the morphology and evolution of

the historical geomagnetic field (Christensen et al., 1998; Kuang and Bloxham, 1998),

though this assertion remains contentious because of differences in time scales between

the models and the Earth (see Jones (2000), Dumberry and Bloxham (2003) and the

discussion in appendix C).

In this chapter, links between patterns of magnetic field evolution at the outer surface and

patterns of flow evolution within the convecting region of two examples of geodynamo
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models are investigated using the space-time spectral analysis techniques developed in

chapter 2 with three primary objectives in mind:

(i) To determine whether patterns of field evolution at the outer surface bear any

systematic resemblance to historical (Jackson et al., 2000) or millennial (Korte and

Constable, 2005) time scale changes observed in the geomagnetic field. Attention

will focus on whether azimuthally moving radial field concentrations are found at

low latitudes and whether field concentrations move consistently westwards (as in

gufm1), or in both eastward and westward directions (as observed in CALS7K.1—

see chapter 4).

(ii) To determine whether the mechanism producing azimuthally moving concentra-

tions of radial magnetic field found at low latitudes in many geodynamo models

(Glatzmaier and Roberts, 1997; Olson et al., 1999; Kono et al., 2000) can be

consistently classified as either bulk advection or wave propagation.

(iii) To determine the limitations of viewing a truncated representation of the radial

magnetic field at the outer boundary (see, for example, Rau et al. (2000)) and

investigating how this might affect attempts to infer information regarding core

flow motions causing the observed field evolution.

Geodynamo model output in two different parameter regimes generated using the MAGIC

code of Wicht (2002) are used as the data sets in this chapter. The two runs investi-

gated are (i) a very simple dynamo illustrating mechanisms of field evolution in an easily

comprehensible manner but with parameters far from Earth’s regime (DYN1) and (ii) a

much more complex dynamo with parameters as close as is currently numerically possible

to Earth’s parameter regime (DYN2). Appendix C summarises the modelling strategies

adopted in MAGIC, lists the non-dimensional parameters defining DYN1 and DYN2 and

discusses how best to scale geodynamo model output to the Earth.

5.2 DYN1: (E=2×10−2, Pr=1, Prm=10, Ra/Rac ∼ 3, Rm ∼ 100)

The rationale behind studying DYN1 is twofold. The primary reason is its convection-

driven flow is large scale, so its dynamics are not too complicated and the underlying

mechanisms can be easily grasped. It is however also possible that at very low Ekman

number in Earth’s core, the length scale of flows will be large due to a leading order

balance between Coriolis and Lorentz forces (see, for example, Zhang and Schubert

(2000)). In this case DYN1 might yield some useful inferences on the relationship between

large scale convection-driven flows and magnetic field evolution processes.
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5.2.1 Radial magnetic field (Br) from DYN1

In figure 5.1 snapshots of the radial magnetic field Br at the outer boundary from

DYN1 are presented. An animation of snapshots can be found in animation A5.1. The

field morphology is less dipole dominated than for Br at the core surface in gufm1

or CALS7K.1. Field features are predominantly large scale and none are stationary

throughout the run (1 magnetic diffusion time τη ∼ 1.22 × 105years, this run lasts

0.106τη ∼ 13 × 103 years, much longer than the interval covered by gufm1 and about

twice as long as the interval covered by CALS7K.1).

The most prominent Br concentrations fall into two classes. Firstly there are high

latitude (40 — 60◦N or S) normal polarity flux concentrations that are essentially equa-

torially antisymmetric (EA) in Br (as would be produced by an equatorially symmetric

(ES) feature in the velocity field — see appendix E for a description of equatorial sym-

metries). An example of this type of feature can be seen in figure 5.1f near 120◦W and

45◦N and S (the map projections are centred at 0◦E).

The second obvious mechanism of field evolution consists of a westward drifting pair of

low latitude flux concentrations as is seen clearly in figure 5.1c,d,e. An example of such

a feature is seen forming after t = 0.04τη near 15◦W. The field concentrations move,

then move coherently for about 50◦ longitude (0.87r0 where r0 is the radius of the outer

boundary or 3040 km scaling to the Earth) by t = 0.1τη (scaling using the magnetic

diffusion time this equates to an interval of 5000yrs). Their average drift speed is thus ∼
17 r0τ

−1
η or 0.6 kmyr−1. This is considerably slower than the low latitude flux features

discussed in chapters 3 and 4, though there are problems with relating time scales in

dynamo models to time scales in Earth’s core (see appendix C for a discussion).

The azimuthal evolution of Br is shown in figure 5.2. The time-longitude (TL) plots at

high latitude show intervals of slow eastward and westward motions; unfortunately, the

associated frequency-wavenumber (FK) plots are dominated by m=0 axisymmetric field

fluctuations. On the other hand, at low latitudes, azimuthal motions of reversed field

features are clearly observed even without any field processing in figure 5.2b,e. Since the

TL plots show motion of isolated flux features, the resulting FK power spectra consist

of linear shaped maxima passing through the origin with gradient corresponding to the

azimuthal speed of the field feature, reminiscent of the results from the analysis of the

synthetic model SPOT in chapter 2.

Processed radial magnetic field from DYN1 (B̃r)

To obtain further information concerning the azimuthal evolution of Br in DYN1, fol-

lowing the procedures outlined in chapter 2. The time-averaged axisymmetric field was

removed and the time series of the remaining (Br-B̄r) were high-pass filtered using a

range of filter thresholds. In figure 5.3 the percentage of the variation in Br captured
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(a) DYN1 Br at r0 (b) DYN1 Br at r0

after 0.019088 τη after 0.0385 τη
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(c) DYN1 Br at r0 (d) DYN1 Br at r0

after 0.057912 τη after 0.077324τη
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(e) DYN1 Br at r0 (f) DYN1 Br at r0

after 0.096736 τη after 0.11615τη
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Figure 5.1: Snapshots of Br from DYN1 at r0.
Unfiltered radial magnetic field (Br) from the model DYN1 is presented in a series of
snapshots after (a) 0.019088 τη, (b) 0.0385 τη, (c) 0.057912 τη, (d) 0.077324 τη, (e)
0.096736 τη, (f) 0.077324 τη. These and all subsequent snapshots in this chapter are in
Hammer-Aitoff equal area map projection.
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(a) Br from DYN1, TL plot at 44◦N (b) Br from DYN1, TL plot at 14◦N
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(c) Br from DYN1, FK plot at 44◦N (d) Br from DYN1, FK plot at 14◦N
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(e) Br from DYN1, TL plot at 20◦S (f) Br from DYN1, TL plot at 60◦S
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(g) Br from DYN1, FK plot at 20◦S (h) Br from DYN1, FK plot, at 60◦S
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Figure 5.2: TL plots and FK power spectra of Br from DYN1.
Time-longitude (TL) plots of the radial magnetic field Br from DYN1 at latitudes 44◦N in
(a), at 14◦N in (b), at 20◦S in (e) and 60◦S in (f). The associated frequency-wavenumber
(FK) power spectra are found in (c), (d), (g) and (h).
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by B̃r (Pv as defined in equation (2.6)) is plotted against the high-pass filter threshold

period in units of the magnetic diffusion time τη. In DYN1, 99 % of the original variation

is captured when only field changes longer than 1 magnetic diffusion time are excluded,

while 50 % of the field change can be captured when the threshold is 0.065τη .
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Figure 5.3: Br variation captured by B̃r in DYN1 as function of filter cut-off.
Graph showing the percentage of the original field variation captured by B̃r (Pv, as
defined in equation (2.6)), as the choice of high pass filter cut-off is varied.

In figure 5.4 latitude-azimuthal speed (LAS) power plots are displayed for a range of high-

pass filter thresholds. Without any high pass filtering (figure 5.4a) the highest amplitude

signal involves slow, high latitude field motions, though there is also an indication of a

signal at low latitudes1. Low latitude field motions are seen most clearly when the high

pass filter threshold is around 0.0649τη , at latitudes of 20◦N and S, with azimuthal speed

of 15±3 r0τ
−1
η in agreement with earlier visual estimates2. The low latitude features are

still present when the threshold is below 0.02τη , but are then much weaker.

Snapshots of B̃r from DYN1 constructed using a filter cut-off threshold of 0.06485 τη

are presented in figure 5.5. The high latitude, slowly drifting field concentrations are

now seen only via the transient wobbles in their position, while low latitude azimuthally

moving features are well recovered, especially in figure 5.5b,c,d.

In figure 5.6, the TL plots and FK power spectra for B̃r from DYN1 constructed using

a filter cut-off threshold of 0.06485τη are shown. The low latitude features are now

very prominent, and are flanked by weaker anomalies of the opposite sign, that are a

consequence of the filtering process. The single drifting spot nature of this mechanism

is evident in the linear features found in the FK power spectra in figures 5.6d,g.

1since at low latitudes in DYN1 only a single, high amplitude, moving field concentration is present,
the signal in the LAS power plots is not as dominant as the coherent the wave-trains observed in gufm1.

2The estimated bounds on the azimuthal speeds come from the full width at half maximum of the
peak in the LAS power plots being interpreted.
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(a) LAS plot of DYN1, no filtering (b) LAS plot of DYN1, tc= 0.6485τη
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(c) LAS plot of DYN1,tc= 0.1297τη (d) LAS plot of DYN1, tc= 0.06485τη
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(e) LAS plot of DYN1, tc= 0.03891τη (f) LAS plot of DYN1, tc= 0.01297τη
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Figure 5.4: LAS plots of B̃r from DYN1 of for a range of filter thresholds.
Latitude-azimuthal speed (LAS) power plots of B̃r from DYN1 with time-averaged ax-
isymmetric field removed and high pass filtered with a threshold of (a) infinity (no
filtering), (b) 0.6485 τη , (c) 0.1297 τη, (d) 0.06485 τη, (e) 0.03891 τη and (f) 0.01297 τη.
Note the change in the scale of the power as the filter cut-off threshold period is varied.
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(a) DYN1 B̃r at r0 (b) DYN1 B̃r at r0

after 0.019088 τη after 0.0385 τη
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(c) DYN1 Br at r0 (d) DYN1 Br at r0

after 0.057912 τη after 0.077324 τη
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(e) DYN1 Br at r0 (f) DYN1 Br at r0

after 0.096736 τη after 0.11615 τη
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Figure 5.5: Snapshots of B̃r from DYN1 at r0.
Radial magnetic field with time-averaged axisymmetric part removed and high pass
filtered with a threshold period of 0.0649 τη (B̃r) from the model DYN1 is presented in
a series of snapshots after (a) 0.019088 τη , (b) 0.0385 τη , (c) 0.057912 τη, (d) 0.077324
τη , (e) 0.096736 τη, (f) 0.11615 τη.
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(a) B̃r from DYN1, TL plot at 44◦N (b) B̃r from DYN1, TL plot at 14◦N
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(c) B̃r from DYN1, FK plot at 44◦N (d) B̃r from DYN1, FK plot at 14◦N
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(e) B̃r from DYN1, TL plot at 20◦S (f) B̃r from DYN1, TL plot at 60◦S
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(g) B̃r from DYN1, FK plot at 20◦S (h) B̃r from DYN1, FK plot, at 60◦S
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Figure 5.6: TL plots and FK power spectra of B̃r from DYN1.
Time-longitude (TL) plots of the radial magnetic field with time averaged axisymmetric
part removed and high pass filtered with threshold 0.0649 τη (B̃r) from DYN1 at latitudes
(a) 44◦N (b) 14◦N, (e) 20◦S (f) 60◦S with the associated frequency-wavenumber (FK)
power spectra in (c), (d), (g) and (h).
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Having analysed the evolution of Br, the radial velocity field ur from DYN1 can also be

studied to determine whether low latitude Br concentrations have any relation to flow

upwelling or downwelling, while the eastward component of the velocity field uφ can be

used to infer whether flow convergence is important in producing concentrations in Br

and in determining whether their motion is due to a azimuthal flow or caused by wave

propagation of the velocity field.

5.2.2 Velocity field from DYN1

In the model DYN1, preliminary visual analysis by Johannes Wicht (personal commu-

nication August 2004) suggested that the primary flow pattern was travelling westward

in a wave-like manner in the absence of any strong mean azimuthal flow and that the

westward motion of the low latitude concentrations in Br at outer boundary appeared to

be a consequence of this phenomenon. The present analysis was designed to investigate

this suggestion that magnetic field evolution in geodynamo models can be caused in part

by hydromagnetic wave propagation.

The space-time spectral analysis methodology described in chapter 2 can be applied

to any scalar field. In this section it is applied to ur and uφ from DYN1. The scalar

components of the velocity field are examined on a spherical surface of radius r = 0.96r0,

close to the outer boundary but below the viscous Ekman boundary layer.

The wave flow pattern observed in DYN1 was found to be sufficiently striking that

additional processing (such as removal of the time-averaged axisymmetric field or high

pass filtering) was unnecessary before carrying out the space-time spectral analysis.

Radial velocity field (ur)

The evolution of the ur at r = 0.96r0 is documented as a series of snapshots in figure 5.7

and also in the animation A5.2 (see appendix F for details). The most striking aspect

of the evolution is the westward motion of a m=3 pattern of equatorially symmetric

(ES) high amplitude upwellings and weaker, extended downwellings. There are several

other processes occurring, for example involving meridional motion of upwellings and

downwellings and modulations in their amplitude. The similarity of the morphology of

ur to that found in linear models of convection-driven hydromagnetic waves in spherical

geometry (see chapter 7) is striking especially given that model is fully non-linear and

has a dynamo generated rather than imposed magnetic field3.

The azimuthal evolution of flow upwellings and downwellings were considered in more

detail at latitudes where azimuthal motion of Br concentrations was observed at the outer

3In the future it is planned to examine these similarities in more detail, with the aim of definitively
identifying the particular hydromagnetic wave mechanism operating in the dynamo model (see chapter
6 for a discussion of different possible hydromagnetic wave mechanisms).
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(a) DYN1 ur at 0.975r0 (b) DYN1 ur at 0.975r0

after 0.019088 τη after 0.0385 τη
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(c) DYN1 ur at 0.975r0 (d) DYN1 ur at 0.975r0

after 0.057912 τη after 0.077324 τη
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(e) DYN1 ur at 0.975r0 (f) DYN1 ur at 0.975r0

after 0.096736 τη after 0.11615 τη
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Figure 5.7: Snapshots of ur from DYN1 at 0.975r0.
Unfiltered radial velocity field (ur) from the model DYN1 is presented in a series of
snapshots after (a) 0.019088 τη, (b) 0.0385 τη, (c) 0.057912 τη, (d) 0.077324 τη, (e)
0.096736 τη, (f) 0.11615 τη.
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boundary, to determine whether there was any link between these two phenomenon. TL

plots of ur at radius 0.96r0, along with associated FK power spectra for latitudes 14◦N

and 20◦S and LAS power plots (all without any processing) are presented in figure 5.8.

(a) ur from DYN1, TL plot at 14◦N (b) ur from DYN1, TL plot at 20◦S
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(c) ur from DYN1, FK plot at 14◦N (d) ur from DYN1, FK plot at 20◦S
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Figure 5.8: TL plots, FK power spectra and LAS plot of ur from DYN1.
Time-longitude (TL) plots of the unprocessed radial velocity field ur from DYN1 at 0.96r0
at latitudes 14◦N in (a), at 20◦S in (b) with the associated frequency-wavenumber (FK)
power spectra in (c), (d). The latitude-azimuthal speed (LAS) power plot for ur is shown
in (e), with azimuthal speeds mapped out to r0 to facilitate comparison to the speed of
magnetic field changes.

The spatially and temporally coherent motion of a succession of upwellings and down-

wellings is unmistakable in the TL plots and leads to strong individual peaks (at m=3,
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T = 1
f = 0.08τη) in the FK power spectra and causes a strong peak in the LAS power

plot. This evidence points towards an almost monochromatic wave as the major cause

of the evolution of ur observed at low latitudes. From the LAS power plot it can be

inferred that upwellings and downwellings travel westward with an average azimuthal

speed4 of 16±5 r0τ
−1
η .

Comparing the TL plots of ur and B̃r at 14◦N and 20◦S it is found that the drifting

concentrations of Br are often correlated with azimuthally moving downwellings. For

example, comparing figure 5.6b and figure 5.8a of the TL plots at 14◦N, the strong

negative field feature running from 0◦ longitude at 0.0475τη to 75◦W at 0.12τη follows

the same time-longitude path as the strongest downwelling feature also moving from 0◦

longitude at 0.0475τη to 75◦W at 0.12τη . Other weaker downwelling features in ur also

appear to be correlated with hints of weaker azimuthally moving features present in B̃r,

for example from -60◦E at 0.035τη to -90◦E at 0.06τη . At 20◦S, the highest amplitude

drifting features in B̃r again appear to follow the same space-time path as the highest

amplitude drifting downwellings in ur at r = 0.96r0. It is noticeable in both cases that

downwelling patterns are larger scale (more extended in longitude) than the magnetic

field concentrations.

The presence of an azimuthally drifting downwelling is apparently not a sufficient condi-

tion for producing a moving concentration of Br. Whether or not a concentration of Br

is formed and then moves with a downwelling appears to depend on the configuration

of Br on which the flow pattern acts5. Even if the initial magnetic field configuration

is favourable, and if Br becomes concentrated at a downwelling, the field concentration

does not continue to move azimuthally indefinitely but soon disperses, either because the

downwelling flow becomes disrupted or because of the effects of the magnetic diffusion

that are rather strong in DYN1 (see appendix C). Such issues concerning how a wave

flow can influence a radial magnetic field are explored further with simple kinematic

models in chapter 8.

Comparison of FK power spectra of ur, Br and B̃r, at 14◦N and 20◦S show that these

have rather different character. Considering ur, the FK power spectra clearly indicates

a m=3, westward moving disturbance. Some indications of power at m=3 is also found

in the FK power spectra of Br, particularly at 14◦N. However, there is also significant

power at higher f and k (but same ratio of f
k so moving at same phase speed). These

higher ’harmonics’ of the field occur because the m=3 flow can produce sharp field

concentrations that require higher harmonics to be presented in a Fourier expansion.

The FK power spectra of B̃r predominantly picks up these higher ’harmonics’ because

the strong m=3 signal is partially removed by the high-pass filtering.

4mapped from r = 0.96r0 to r0 to permit easy comparison with the speeds of magnetic field features
at the outer boundary.

5The toroidal magnetic field and its distortion by the wave flow has not been examined here: this is
planned as future work. The configuration of this toroidal field could also be important in determining
whether concentrations of Br are obtained at the outer boundary.
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The observed concentrations of Br are equatorially anti-symmetric (EA) as is expected

from an equatorially symmetric (ES) flow acting on an initially EA magnetic field close

to the outer boundary (see appendix E for details of those symmetries of field and flow

that are consistent with each other). The source of the inverse polarity of the propagating

field features is rather unclear, but following their formation in animation A5.1 it seems

that low concentrations of inverse field were present as the initial configuration of the

Br that was subsequently concentrated at the positions of downwelling in the flow.

Eastward velocity field (uφ)

The eastward velocity field uφ at r = 0.96r0 was studied to determine whether wave

propagation or advection by a mean azimuthal flow was responsible for the motion of

low latitude concentrations of Br. The presence of a drifting pattern of alternating

regions convergence and divergence in uφ is often indicative of a wave mechanism (see,

for example, chapter 7). On the other hand, the presence of a mean zonal flow at the

latitude of moving Br with the same magnitude as the speed of movement of field features

would suggests this as the origin of azimuthal field motion.

In figure 5.9 snapshots of uφ at r = 0.96r0 are displayed; animation A5.3 shows the

continuous pattern of evolution. The dominant feature is an m=3, westward moving,

wave pattern that consists of alternating foci of eastward and westward flow. It is

notable that the westward flow anomalies are slightly more intense than the eastward

flow anomalies at low latitudes, suggesting a weak mean zonal flow is present there.

In figure 5.10, the TL plots, FK power spectra and LAS power plots for uφ are pre-

sented. In close agreement with figure 5.8 for ur these show definitive evidence for m=3

wave motion, with highest amplitudes at low latitudes and a characteristic period of

approximately 0.08 τη. Comparison of TL plots for ur and uφ shows that the maxima

of westward flow lags behind the downwellings that are correlated with magnetic field

concentrations. The phase difference between the fields is about π
2 or 1

4 of a cycle, so

that the magnetic field concentrations are correlated with convergent neutral points (as-

sociated with downwellings) of approximately zero azimuthal flow (see for example at

-60◦E and 0.1 τη). The lack of any strong m=0 signal in uφ at the latitude of moving Br

features (see figure 5.10c,d) suggests that simple advection by azimuthal flows is unlikely

to be the dominant field evolution mechanism.

Figure 5.10f shows that time and zonal averaging indicates a weak, westward, mean

zonal flow at low latitudes. However, considering this mean flow at latitudes where

azimuthal motion of Br was observed (-2 r0 τ
−1
η at 14◦N and -4 r0 τ

−1
η at 20◦S) reveals it

to be too slow to explain the observed field motions (which have azimuthal speeds of ∼
−15r0 τ

−1
η ). It is therefore concluded that the wave flow pattern and associated magnetic

field concentrations move azimuthally primarily by a wave propagation mechanism. It
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(a) DYN1 uφ at 0.975r0 (b) DYN1 uφ at 0.975r0

after 0.019088 τη after 0.0385 τη
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(c) DYN1 uφ at 0.975r0 (d) DYN1 uφ at 0.975r0

after 0.057912 τη after 0.077324 τη
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(e) DYN1 uφ at 0.975r0 (f) DYN1 uφ at 0.975r0

after 0.096736 τη after 0.11615 τη
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Figure 5.9: Snapshots of uφ from DYN1 at 0.975r0.
Unfiltered radial velocity field (ur) from the model DYN1 at 0.96r0 is presented in a
series of snapshots after (a) 0.019088 τη , (b) 0.0385 τη, (c) 0.057912 τη, (d) 0.077324 τη,
(e) 0.096736 τη, (f) 0.11615 τη.
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(a) uφ from DYN1, TL plot at 14◦N (b) uφ from DYN1, TL plot at 20◦S
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(c) uφ from DYN1, FK plot at 14◦N (d) uφ from DYN1, FK plot at 20◦S

W    Zonal spatial wavenumber    EF
re

qu
en

cy
 / 

cy
cl

es
 p

er
 m

ag
. d

if.
 ti

m
e 

(τ η−
1 )

−20−18−16−14−12−10−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20
0

5

10

15

20

25

30

0
0.25

0.75

1.25

1.75

2.25

2.75

3.25

3.75

4.25

W    Zonal spatial wavenumber    EF
re

qu
en

cy
 / 

cy
cl

es
 p

er
 m

ag
. d

if.
 ti

m
e 

(τ η−
1 )

−20−18−16−14−12−10−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20
0

5

10

15

20

25

30

0
0.25

0.75

1.25

1.75

2.25

2.75

3.25

3.75

4.25

(e) uφ from DYN1, LAS plot (f) Zonally and time-averaged uφ
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Figure 5.10: TL plots, FK plot and LAS plot of uφ from DYN1.
Time-longitude (TL) plots of the unprocessed eastward velocity field uφ from DYN1 at
0.96r0 at latitude 14◦N in (a), at 20◦S in (b) with the associated frequency-wavenumber
(FK) power spectra in (c), (d). The LAS power plot for uφ with azimuthal speeds
extrapolated out to r0 is shown in (e). Time-averaged, zonally averaged uφ as a function
of latitude is plotted for comparison in (f) with blue dash lines indicating latitudes of
moving field concentrations.
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should however be noted that this example may not be Earth-like because its mean zonal

flows are rather weak since convection is only marginally supercritical and because it has

no-slip boundary conditions at a relatively large Ekman number so viscous suppression

of zonal flows will be significant. It should finally be noted that (i) the magnitude of

uφ within the wave flow is considerable larger than the azimuthal speed at which the

pattern is moving and (ii) the magnetic field concentrations moving with the wave do not

pulsate in amplitude. This is consistent with the predictions of the kinematic analysis

of the effects of wave flows on a magnetic field presented in chapter 8.

5.2.3 Discussion of results from DYN1

Comparing the evolution of Br at the outer boundary in DYN1 to that observed at the

core surface in gufm1, the most obvious similarity is the presence of concentrations of

Br at low latitudes that drift westward. There are however several rather important

differences. First, there is only a single pair of drifting Br concentrations in DYN1,

while a coherent pattern of concentrations is observed in gufm1. Secondly, in DYN1

the perturbation in Br is EA while that observed in gufm1 is ES . Thirdly, the Br

concentrations in DYN1 are reversed flux patches, while those seen in gufm1 are the

same polarity as the dominant (dipolar) field in that hemisphere.

None of these differences appears to be insurmountable. Considering the first problem,

there are (at least weak) indications of concentrations in B̃r associated with the paths

of all downwellings observed in figure 5.6b. Considering the second problem, if an ES

flow of the type suggested by DYN1 is the origin of azimuthally moving concentrations

in Br and it acts on an ES background magnetic field at low latitudes (rather than

the EA fields present in DYN1) then ES perturbations in Br could be produced as

seen in geomagnetic field models. Regarding the third problem, since the mechanism of

formation of magnetic field concentrations seems to involve focusing of magnetic field

lines by convergence at downwellings, the reversed polarity is likely a consequence of the

polarity of the initial Br (see animation A5.1). If the wave flow acted on normal initial

Br then the resulting field concentrations would be of normal polarity (as is observed in

DYN2) rather than the observed reversed polarity, so this difference does not appear to

be crucial.

Regarding the hemispherical confinement of field evolution patterns, it is interesting to

note that the azimuthally moving field features found in DYN1 were most prominent

in one hemisphere than the other, even though the underlying wave flow was global.

This appears to have been because the background field was more suitable for creating

field concentrations in one hemisphere. The breakdown of the azimuthally moving field

concentrations appears to have been the result of nonlinear interactions between the

wave flow and other flow structures, as well as due to the effects of magnetic diffusion.
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The simple mechanism causing azimuthal motion ofBr concentrations identified in DYN1

consists of concentrations forming at and moving along with positions of flow convergence

at downwellings that are part of a global wave flow. Such a mechanism could perhaps

account for the patterns of azimuthally drifting field concentrations of Br observed in

gufm1, this possibility is investigated in more detail in chapter 8. It should however be

noted that the flow in Earth’s core may not be as simple as that in DYN1. To address

this issue a more complicated dynamo model (DYN2) was next considered.

5.3 DYN2: (E=3×10−4, Pr=1, Prm=3, Ra/Rac ∼ 32, Rm ∼ 500)

The rationale behind studying DYN2 is primarily that its control parameters were as

close as is numerically feasible to Earth’s (see appendix C). However, the legitimate

question ‘is the parameter regime of DYN2 close enough to that in Earth’s core for the

model to be in the correct dynamic regime?’ is rather difficult to answer. On the one

hand hydromagnetic wave theory and magnetoconvection modelling considering steady

imposed magnetic fields (see Chapters 6 and 7) indicates that at the very low Ekman

number the leading order force balance will be between magnetic (Lorentz) and Coriolis

forces, producing flows with large length scales (see, for example, Zhang and Schubert

(2000)). On the other hand, no convection-driven spherical dynamo model has yet

yielded the anticipated large length scales at low Ekman number; instead length scales

have been observed to continue decreasing as the Ekman number is reduced, suggesting

that the change-over to large scale convection is delayed when the magnetic field is not

stationary (Zhang and Gubbins, 2002)6. If the length scale of convection remains small

as the Ekman number is decreased further to Earth-like values then model DYN2 will

likely be a good approximation of the dynamical regime in the core. On the other hand, if

at smaller Ekman number the length scale of convection increases, the dynamical regime

of DYN2 will be a poor approximation to the dynamical regime in Earth’s core.

In the absence of any firm knowledge of the likely length scales of convection in the core,

it is important to consider not only a dynamo model with large length scale flows (DYN1)

but also a dynamo model with smaller length scale flows (DYN2). In the later case it

is also important to address whether any accurate inferences concerning the nature of

the underlying flow can be made by studying a truncated magnetic field at the outer

boundary (DYN2d) that mimics the geophysical process of crustal filtering.

6Note, however, that an increase in the dominant length scale has been observed in convection-driven
rotating plane layer dynamos at Ekman number smaller than is currently achieved in spherical dynamos
(Rotvig and Jones, 2002; Stellmach and Hansen, 2004).
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5.3.1 Undamped radial magnetic field (Br) from DYN2

In figure 5.11 snapshots of Br at the outer boundary (r = r0) from the model run

DYN2 with the full resolution of the model retained (up to spherical harmonic degree

85) are presented; animation A5.4 shows the continuous evolution of Br at r = r0. The

concentrations of Br observed in DYN2 have much smaller length scale than those in

DYN1 because the convection patterns generating the field are much smaller scale; this

is a consequence of the lower Ekman number. Even worse (given the desire to make

interpretations in terms of simple mechanisms causing field change) is that the solution

in DYN2 is much more chaotic because the Rayleigh number is more super critical than

was the case for DYN1.

Nonetheless, a few general statements concerning the evolution of Br at r = r0 can be

made. The highest amplitude concentrations of Br are typically observed at high lati-

tudes (near 60◦N or S) and are not stationary but tend to move azimuthally, splitting into

smaller features and merging with other field concentrations. Field evolution is punc-

tuated by events involving rapid meridional movements of concentrations of Br, while

the polar regions are especially active sites of birth and decay of field concentrations.

At lower latitudes, both ES (for example in figure 5.11e at 45◦W) and EA (for example

in figure 5.11d at 120◦E) field concentrations that drift either westward or eastward are

observed. These features often merge with other low latitude field concentrations and

drift coherently for only short intervals ∼ 0.1τη.

Further insight into the azimuthal space-time evolution of Br is obtained by considering

the TL plots and their FK power spectra found in figure 5.12. At high latitudes (60◦N

and S) in figure 5.12a,f, a general trend of slow westward motion of field concentrations

is seen superimposed upon smaller scale fluctuations. The FK power spectra suggest this

is due to an m=2 disturbance with period of approximately 0.025 τη. The high latitude

field disturbances have EA symmetry, consistent with ES core motions acting on EA

background fields.

The situation at lower latitudes is more complicated. The majority of azimuthally moving

concentrations in Br are rather short lived (∼ 0.01−0.02τη ). For example, at the equator

in figure 5.12b a blue (negative anomaly) feature moves from from 60◦W at 0.09τη to

45◦W at 0.1τη and at 20◦S in figure 5.12e where another blue feature moves from 165◦W

at 0.016τη to 90◦W at 0.038τη . There are also indications of a smaller number of more

slowly moving, longer-lived magnetic field concentrations. These are distinct from the

concentrations observed in DYN1 because as time goes on other field concentrations

merge into them, causing changes in their amplitude speed and even in the sign of the

anomaly. An example of such a feature is found in figure 5.12e where an initially orange

feature (positive anomaly) moves from 75◦W at 0.032τη to 165◦W at 0.11τη . The result

of many rapidly moving features merging with slower moving features (not necessarily

moving in the same direction) is the dendritic character evident in TL plots such as
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(a) DYN2 Br at r0 (b) DYN2 Br at r0

after 0.01987 τη after 0.03996 τη
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(c) DYN2 Br at r0 (d) DYN2 Br at r0

after 0.06006 τη after 0.08015 τη
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(e) DYN2 Br at r0 (f) DYN2 Br at r0

after 0.10024 τη after 0.12034 τη
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Figure 5.11: Snapshots of Br from DYN2 at r0.
Unfiltered radial magnetic field (Br) from the model DYN2 is presented in a series
of snapshots after (a) 0.01987 τη, (b) 0.03996 τη, (c) 0.060056 τη, (d) 0.08015 τη, (e)
0.10024τη , (f) 0.12034 τη.
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(a) Br from DYN2, TL plot, 60◦N (b) Br from DYN2, TL plot, 0◦N
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(c) Br from DYN2, FK plot, 60◦N (d) Br from DYN2, FK plot, 0◦N
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(e) Br from DYN2, TL plot, 20◦S (f) Br from DYN2, TL plot, 60◦S
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(g) Br from DYN2, FK plot, 20◦S (h) Br from DYN2, FK plot, 60◦S
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Figure 5.12: TL plots and FK power spectra of Br from DYN2.
Time-longitude (TL) plots of radial magnetic field Br from the model DYN2 at latitudes
60◦N in (a), at 0◦N in (b), at 20◦S (e) and 60◦S in (f). The associated frequency-
wavenumber (FK) power spectra are found in (c), (d), (g) and (h).
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figure 5.12e. The FK power spectra at low latitudes of DYN2 are very complicated, and

it is hard to identify any dominant wavenumbers and frequencies.

Considering the amount of variability in Br from DYN2 captured as the high pass filter

threshold is varied leads to figure 5.13. Compared to DYN1 (figure 5.3) there is more

variability at periods shorter than 0.05τη in DYN2. For example with a filter cut-off of

0.01τη 52 % of the variability is captured in DYN2, while only 3 percent is captured in

DYN1.
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Figure 5.13: Br variation captured by B̃r in DYN2.
Graph showing the percentage of variation in Br captured by B̃r (Pv , as defined in
equation (2.6)) in DYN2, as the choice of filter cut-off is varied.

In an effort to focus on the faster azimuthally moving field concentrations present at

low latitudes, a filter threshold of 0.01τη was chosen for further investigations. The TL

plots and FK power spectra obtained after the time-averaged axisymmetric field has

been removed and high-pass filtering has been carried out are shown in figure 5.14.

The trend of slow eastward or westward motion has been removed from the TL plots

at high latitudes, leaving only transient behaviour. At low latitudes the slowly moving

field concentrations have been removed, revealing episodes of spatially and temporally

coherent rapid azimuthal motion of field concentrations, FK power spectra reveal these

to be dominated by disturbances with wavenumbers m ∼ 14 and periods of T ∼ 0.0083τη .

The FK power spectra for B̃r are found to correctly capture the higher wavenumber and

frequency peaks that are barely visible in the FK spectra of Br. It should however be

remembered that FK spectra of B̃r give no information on the lower wavenumber and

frequency signals (which could give information on large length scale core motions) that

have been filtered out.
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(a) B̃r from DYN2, TL plot, 60◦N (b) B̃r from DYN2, TL plot, 0◦N
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(c) B̃r from DYN2, FK plot, 60◦N (d) B̃r from DYN2, FK plot, 0◦N
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(e) B̃r from DYN2, TL plot, 20◦S (f) B̃r from DYN2, TL plot, 60◦S
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(g) B̃r from DYN2, FK plot, 20◦S (h) B̃r from DYN2, FK plot, 60◦S
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Figure 5.14: TL plots and FK power spectra of B̃r from DYN2.
Time-longitude (TL) plots of B̃r from the model DYN2 with filter threshold 0.01τη
at latitudes 60◦N in (a), at 0◦N in (b), at 20◦S (e) and 60◦S in (f). The associated
frequency-wavenumber (FK) power spectra are found in (c), (d), (g) and (h).
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5.3.2 Radial magnetic field from DYN2 (Br) with l > 10 damped

Even if Br at the core surface were as complicated as Br at r = r0 from DYN2, features

with small length scales represented by spherical harmonic degrees greater than l = 14

would not be observed. This unfortunate circumstance arises because for l > 14 the

contribution of the unknown crustal field (a source of error when seeking to determine

the field at the core surface (see, for example, Langel (1987)) dominates in measurements

made at Earth’s surface. In the absence of an effective method of removing the crustal

field, the influence of this truncation on our observations of core dynamics must be

accounted for. In the present context this can be done by repeating the foregoing analysis

with the same model but modifying the amplitude of the spherical harmonics with l=10

to 14 so they are damped7 and also setting those with l >14 to zero. The model resulting

when this procedure is applied to DYN2 (referred to as DYN2d) will be analysed in this

section.

In figure 5.15 a series of snapshots of Br from DYN2d at r = r0 are displayed while

animation A5.5 shows the associated time-dependent field evolution. Compared to the

DYN2, DYN2d does a reasonable job of getting Br concentrations of the correct polarity

and relative amplitude in approximately the correct geographical positions. However, the

amplitude of the strongest field concentrations in DYN2d is much lower than those found

in DYN2 (by a factor of 5) and the smallest length scale intense features in DYN2 are

smeared into lower amplitude, larger length scale features in DYN2d. Good illustrations

of such effects can be seen by comparing the low latitude field concentrations focused on

in the previous section (the ES) feature in figures 5.15e and 5.11e at 45◦W and the EA

feature in figures 5.11d and 5.15d at 120◦E).

In figure 5.16, TL plots and FK power spectra of unprocessedBr from DYN2d at latitudes

60◦N, 0◦N, 10◦S and 60◦S are presented for comparison with figure 5.12. The large scale,

slow trends in the positions of field concentrations at high latitudes are well captured

by DYN2d. At lower latitudes the larger scale, fast azimuthally moving field features

are also well captured (for example in figure 5.16b and 5.12b from 165◦W at 0.016τη to

90◦W at 0.038τη), but the slower, smaller length scale features (for example that found

in figure (5.12b) running from 75◦W at 0.032τη to 165◦W at 0.11τη) are no longer seen

clearly in DYN2d.

In figure 5.17 the percentage variability in Br captured by the high pass filtered field (B̃r)

(i.e. Pv as defined in equation (2.6)) is plotted against the choice of the filter threshold

for DYN2d. Compared with DYN2 (figure 5.13), there is less variability at very short

periods because rapid field changes are associated with the shortest length scales that

7The tapering/synthetic damping prescription used is that from l=10 to l=14 the field is multiplied

by a factor 1
2

h
1 − sin

“
π(l−12)

4

”i
(Wicht, personal communication, April 2005). It should be noted that

this taper is rather ad-hoc; a more realistic taper for simulating regularised field modelling is described
in §8.3.6.
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(a) DYN2d Br at r0 (b) DYN2d Br at r0

after 0.01987 τη after 0.03996 τη
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(c) DYN2d Br at r0 (d) DYN2d Br at r0

after 0.06006 τη after 0.08015 τη

−0.6

−0.48

−0.36

−0.24

−0.12

0

0.12

0.24

0.36

0.48

0.6

−0.6

−0.48

−0.36

−0.24

−0.12

0

0.12

0.24

0.36

0.48

0.6

(e) DYN2d Br at r0 (f) DYN2d Br at r0

after 0.10024 τη after 0.12034 τη
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Figure 5.15: Snapshots of Br from DYN2d at r0.
Unfiltered radial magnetic field (Br) from the truncated model DYN2d is presented in
a series of snapshots after (a) 0.01987 τη , (b) 0.03996 τη , (c) 0.060056 τη, (d) 0.08015
τη , (e) 0.10024τη , (f) 0.12034 τη.



124 Chapter 5 — Dynamo model output

(a) Br from DYN2d, TL plot, 60◦N (b) Br from DYN2d, TL plot, 0◦N
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(c) Br from DYN2d, FK plot, 60◦N (d) Br from DYN2d, FK plot, 0◦N
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(e) Br from DYN2d, TL plot, 20◦S (f) Br from DYN2d, TL plot, 60◦S
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(g) Br from DYN2d, FK plot, 20◦S (h) Br from DYN2d, FK plot, 60◦S
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Figure 5.16: TL plots and FK power spectra of Br from DYN2d.
Time-longitude (TL) plots of the radial magnetic field Br from DYN2d at latitudes 60◦N
in (a), at 0◦N in (b), at 20◦ (e) and 60◦S in (f). The associated frequency-wavenumber
(FK) power spectra are found in (c), (d), (g) and (h).
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are not captured by DYN2.
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Figure 5.17: Br variation captured by B̃r in DYN2d, changing filter cut-off.
Graph showing the percentage of the original field variation (Pv , as defined in equation
(2.6)) captured by B̃r as the choice of high pass filter cut-off is varied for the model
DYN2d.

TL plots and FK power spectra for DYN2d after the time-averaged axisymmetric field has

been removed and high pass filtering (threshold 0.01τη) applied are shown in figure 5.18.

Compared to the results from DYN2 in figure 5.14, there are some obvious discrepancies.

In particular, the azimuthally moving field concentrations are generally of larger spatial

scale in DYN2d compared to DYN2. This lack of resolution can also mean that the

azimuthal speed of the field features can be incorrectly inferred in DYN2d, if small

length scale field features become merged. For example, a negative (blue) Br anomaly

at the equator in DYN2 moves from 60◦W at 0.09τη to 45◦W at 0.1τη (see figure 5.12).

However, in DYN2d it moves from 60◦W at 0.095τη to 45◦W at 0.1τη (see figure 5.16).

It should also be noted that the wavenumbers of high amplitude, large length scale (low

wavenumber) features in DYN2 are correctly captured by DYN2d. An example of this

can be found by considering the FK power spectra of B̃r in DYN2 and DYN2d in figure

5.12c and figure 5.18c: both display a clear spectral peaks at m = 4W and f = 120τ−1
η .

5.3.3 Velocity field from DYN2

Radial velocity field (ur) from DYN2

In an effort to understand the mechanisms causing the existence and motion of Br

concentrations observed at r = r0, the untruncated velocity field from DYN2 was studied

at a radius of 0.975r0. In figure 5.19 a sequence of snapshots of ur at 0.975r0 are

shown; an animation of the field at this radius can be seen in animation A5.6. The

evolution of the velocity field in DYN2 is also very complex. Noteworthy features include
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(a) B̃r from DYN2d, TL plot, 60◦N (b) B̃r from DYN2d, TL plot, 0◦N
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(c) B̃r from DYN2d, FK plot, 60◦N (d) B̃r from DYN2d, FK plot, 0◦N
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(e) B̃r from DYN2d, TL plot, 20◦S (f) B̃r from DYN2d, TL plot, 60◦S
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(g) B̃r from DYN2d, FK plot, 22◦S (h) B̃r from DYN2d, FK plot, 60◦S
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Figure 5.18: TL plots and FK power spectra of B̃r from DYN2d.
Time-longitude (TL) plots of radial magnetic field B̃r with filter threshold 0.01τη from
DYN2d at latitudes 60◦N in (a), at 0◦N in (b), at 20◦S (e) and 60◦S in (f). The associated
frequency-wavenumber (FK) power spectra are found in (c), (d), (g) and (h).
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intense activity inside the tangent cylinder inscribing around the inner core, bursts of

meridional migration of intense upwelling and downwellings, and episodes of azimuthally

drifting upwellings and downwellings at low latitudes. Often the regions of upwelling and

downwelling are not latitudinally localised, but have large north-south extent. These are

always ES but have relatively small azimuthal length scale as expected for thermal

convection at low Ekman number (Busse, 1970; Roberts, 1968). Isolated, azimuthally

drifting, upwellings and downwellings often seem to occur very close together (within 5◦

of longitude of each other).

(a) DYN2 ur at 0.975r0 (b) DYN2 ur at 0.975r0

after 0.01987 τη after 0.03996 τη

−62.5

−50

−37.5

−25

−12.5

0

12.5

25

37.5

50

62.5

−62.5

−50

−37.5

−25

−12.5

0

12.5

25

37.5

50

62.5

(c) DYN2 ur at 0.975r0 (d) DYN2 ur at 0.975r0

after 0.06006 τη after 0.08015 τη
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(e) DYN2 ur at 0.975r0 (f) DYN2 ur at 0.975r0

after 0.10024 τη after 0.12034 τη
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Figure 5.19: Snapshots of ur from DYN2 at 0.975r0.
Unprocessed radial velocity field (ur) at r = 0.975r0 from the model DYN2 is presented
in a series of snapshots after (a) 0.01987τη , (b) 0.03996τη , (c) 0.060056τη , (d) 0.08015τη ,
(e) 0.10024τη , (f) 0.12034 τη.

TL plots and associated FK power spectra of ur (without any processing) are presented

in figure 5.20. At high latitudes, a slow background westward drift was observed, as was



128 Chapter 5 — Dynamo model output

also the case for Br. At lower latitudes, the dendritic evolution patterns mentioned in

the discussion of the Br are very striking with rapidly moving, spatially and temporally

coherent patterns of upwellings and downwellings merging into slower, higher amplitude

features that appear to be instrumental in organising the flow evolution on longer time

scales. The FK power spectra illustrate that motions are larger scale (m=2 to 6) and

primarily westward at high latitudes, while at lower latitudes, the highest amplitude

peaks are found at m=12 to 16 and are likely to be the result of the slow moving, high

amplitude pairs of upwellings and downwelling being fed by the weaker, faster moving

features.

Eastward velocity field (uφ) from DYN2

Finally, the eastward velocity field uφ from DYN2 was investigated to ascertain whether

any persistent azimuthal flows were present that might enable an advection mechanism

to explain observed motions of concentrations of Br observed at the outer boundary.

Snapshots of uφ on a spherical shell of radius 0.975r0 are presented in figure 5.21, and

the evolution can be seen in animation A5.7. The evolution of uφ has very similar

characteristics to ur, but generally has larger spatial scales and fewer very intense, sharp

features. Most motion of foci of uφ occurs at mid to high latitudes, with occasional

episodes of activity at lower latitudes. The ES feature identified in Br at the equator

at 45◦W at 0.10024τη is found to be correlated with a convergence of eastward and

westward flow, while the EA low latitude feature at 120◦E at 0.08015τη occurs in an

extended region of weak eastward azimuthal flow.

Considering the TL plots and FK power spectra of uφ at 60◦N and S, at the equator

and at 20◦S in figure 5.22 it is observed that at high latitudes a background m=2

pattern of uφ moves slowly to the west. Superimposed on this large scale pattern are

more rapid, transient motions of smaller length scales that complicate the picture. At

lower latitudes (0◦N and 20◦S), the most striking feature is the dichotomy between

eastward and westward flow, with the zero of eastward flow (actually a point of zonal

flow convergence) occurring at the locations of the downwelling features observed in

figure 5.20.

5.3.4 Discussion of results from DYN2 and DYN2d

Comparing truncated Br at the outer boundary (DYN2d) to the geomagnetic field at

the core surface over the past 400 years (gufm1), the morphology of the fields are on first

impressions rather similar, though DYN2d is less dipole dominated. Both have intense,

large scale, slowly moving, high latitude field concentrations and transient episodes of

azimuthal motions of field features at low latitudes. Both ES and EA symmetry features

are observed at low latitudes in DYN2d; which symmetry is present appears to depend
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(a) ur from DYN2, TL plot, 60◦N (b) ur from DYN2, TL plot, 0◦N
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(c) ur from DYN2, FK plot, 60◦N (d) ur from DYN2, FK plot, 0◦N
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(e) ur from DYN2, TL plot, 20◦S (f) ur from DYN2, TL plot, 60◦S
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(g) ur from DYN2, FK plot, 22◦S (h) ur from DYN2, FK plot, 60◦S
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Figure 5.20: TL plots and FK power spectra of ur from DYN2.
Time-longitude (TL) plots of unprocessed radial velocity field ur from the model DYN2
at r = 0.975r0, at latitudes 60◦N in (a), at 10◦N in (b), at 20◦ (e) and 60◦S in (f). The
associated frequency-wavenumber (FK) power spectra are found in (c), (d), (g) and (h).
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(a) DYN2 uφ at 0.975r0 (b) DYN2 uφ at 0.975r0

after 0.01987 τη after 0.03996 τη
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(c) DYN2 uφ at 0.975r0 (d) DYN2 uφ at 0.975r0

after 0.06006 τη after 0.08015 τη
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(e) DYN2 uφ at 0.975r0 (f) DYN2 uφ at 0.975r0

after 0.10024 τη after 0.12034 τη
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Figure 5.21: Snapshots of uφ from DYN2 at 0.975r0.
Eastward velocity field (uφ) at r = 0.975r0 from the model DYN2 is presented in a series
of snapshots after (a) 0.01987 τη , (b) 0.03996 τη, (c) 0.060056 τη, (d) 0.08015 τη , (e)
0.10024τη , (f) 0.12034 τη.
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(a) uφ from DYN2, TL plot, 60◦N (b) uφ from DYN2, TL plot, 10◦N
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(c) uφ from DYN2, FK plot, 60◦N (d) uφ from DYN2, FK plot, 10◦N
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(e) uφ from DYN2, TL plot, 20◦S (f) uφ from DYN2, TL plot, 60◦S
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(g) uφ from DYN2, FK plot, 22◦S (h) uφ from DYN2, FK plot, 60◦S
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Figure 5.22: TL plots and FK power spectra of uφ from DYN2.
Time-longitude (TL) plots of radial magnetic field uφ from the model DYN2 (undamped)
at r = 0.975r0 without filtering at latitudes 60◦N in (a), at 10◦N in (b), at 20◦ (e) and
60◦S in (f). The associated frequency-wavenumber (FK) power spectra are found in (c),
(d), (g) and (h).
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to a large extent on the symmetry of the initial (and local) Br acted upon by the wave

flow. In DYN2d there are also many more reversed polarity features than are observed

in gufm1; this may be because DYN2 is not sufficiently dipole dominated.

Intervals of both eastward and westward motion of concentrations of Br are observed in

both DYN2 and DYN2d, as was the case when the archeomagnetic field model CALSK7.1

analysed in chapter 4. This result suggests that there is unlikely to be any fundamental

reason for azimuthal motions of field features to be only westward at the core surface,

as is the case in historical geomagnetic field model gufm1. By this reasoning, it seems

more plausible that the westward drift of field features in gufm1 is a transient episode

of westward motion. Several episodes of such azimuthal motion (both eastward or west-

ward) are observed in CALS7K.1 where they last between 500 and 2000 years, and also

in both the magnetic and velocity fields of DYN2, where episodes typically last around

0.01 τη.

The analysis of DYN2 supports earlier findings from the study of DYN1 that azimuthally

moving concentrations of Br at low latitudes in some circumstances move along with

the locations of flow convergence (where there is no net azimuthal flow) at positions

of flow downwelling. The motion of such concentrations of Br can sometimes not be

explained by advection alone, and must involve wave propagation. The diagnosis is,

however, much more difficult in DYN2 than DYN1 because of the smaller length scales

involved and the more complicated (super-critical) nature of the evolution of the velocity

field. Furthermore, in DYN2 there are additional instances of azimuthal motion (both

eastwards and westwards) of concentrations of Br at low latitudes that are not associated

with any downwelling in the flow field. Their azimuthal motion appears to be caused

by material advection along with the fluid rather than by wave propagation. In highly

supercritical convection, it seems that both wave propagation and advection by zonal

flows will contribute to azimuthal motion of magnetic field features.

The spectrally limited (damped) Br studied in DYN2d was found to accurately capture

the motions of the large length scale field features seen in DYN2, but unfortunately small

length scale features are lost, leading to inaccuracies in the inferred azimuthal speeds.

Nonetheless, the equatorial symmetry and direction of motion of features in (damped)

Br were found to be accurate diagnosis tools. It should be noted that limitations in the

utility of Br introduced by damping are only of relevance if the underlying fluid flow is

dominated by small length scales.

5.4 Summary

In this chapter the utility of space-time spectral analysis techniques in analysing output

from geodynamo models has been demonstrated. The methodology facilitates the com-

parison of the evolution of dynamo magnetic field at the outer boundary to the observed
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characteristics of geomagnetic field evolution. It also enables the concomitant changes

in velocity fields (and if necessary temperature fields) within the generation region to be

studied giving insights into possible mechanisms of geomagnetic secular variation.

In both DYN1 and DYN2 evidence for radial magnetic field evolution associated with

wave propagation was found. Under favourable conditions it was found that magnetic

field concentrations could form at regions where flow converged at downwellings and

moved along with these downwellings, interacting with other field concentrations to

change amplitude and speed before eventually dispersing. Simple, large scale wave mo-

tions were observed in DYN1, and propagating flow features with much smaller length

scales and more complicated nonlinear interactions were also observed in DYN2. The

truncation of the magnetic field at the outer boundary in DYN2d was found to make it

difficult to accurately infer the properties of the smallest scale fluid motions producing

magnetic field change. Despite this, the azimuthal direction of field motions and equato-

rial symmetry of the underlying flow features could be accurately determined, regardless

of spectral damping.

The models analysed in this chapter have succeeded in demonstrating that hydromag-

netic waves can arise even if the background toroidal magnetic field is not steady, but is

dynamo generated and constantly evolving. The evolution of the background field does

however seem to ensure that the spatially coherent waves have finite lifetimes and soon

break down. The existence of hydromagnetic waves in convection-driven dynamos in this

chapter provides support for the hypothesis that they could exist in Earth’s outer core.
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Chapter 6

Theory of hydromagnetic waves in rapidly
rotating fluids

6.1 Introduction

Hydromagnetic waves are propagating disturbances found in electrically conducting flu-

ids permeated by magnetic fields. They exist as a result of the restoring force provided by

magnetic tension that arises when fluid parcels move across field lines. Hydromagnetic

waves are the natural response of a hydromagnetic system to perturbation, but can also

occur as a manifestation of instability in the magnetic field or flow. It would therefore

be very surprising if such waves were not present in Earth’s outer core. In this chapter

a review of the theory of hydromagnetic waves in rapidly rotating fluids is presented;

the emphasis of this exposition will be on the different types of waves that could exist in

Earth’s core and the factors determining their properties. In the absence of diffusive pro-

cesses, the dimensional equations of linear, Boussinesq rotating magnetoconvection (see

appendix D, equations (D.13) to (D.15)) will be the basis for the mathematical develop-

ment, while when diffusion is included, a viscous non-dimensionalisation (see appendix

D, equations (D.19) to (D.21)) will be employed to facilitate comparison to non-magnetic

studies.

Following a brief survey of the extensive literature in this area, the force balance re-

sponsible for the existence of hydromagnetic waves in rapidly rotating fluids will be

discussed and fundamental time scales associated with their propagation identified. Us-

ing the Boussinesq, equations for rotating magnetoconvection described in appendix D,

dispersion relations for diffusionless hydromagnetic waves in the presence of rotation and

convection are derived. The influence of diffusion, spherical geometry, imposed magnetic

field morphology, presence of an inner core, nonlinear feedbacks and fluid stratification on

the waves are described, using previously published studies as a guide. Finally, possible

types of hydromagnetic waves that could exist in Earth’s core are discussed.
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6.2 Survey of hydromagnetic wave literature

Study of hydromagnetic waves, with a focus on geophysical applications has a rich his-

tory and has captured the attention of some of the finest applied mathematicians and

theoretical geophysicists over the past 50 years. Alfvén (1942) initiated the study of

hydromagnetic waves, investigating the simplest possible scenario where a balance of

magnetic tension and inertia gives rise to waves, which became known as Alfvén waves

in his honour. Lehnert (1954) deduced that rapid rotation of a hydromagnetic system

would lead to the splitting of plane Alfvén waves into two possible circularly polarised,

transverse waves. One type of wave was found to have a period similar to inertial waves

(found in all rotating fluid systems due to their intrinsic stability– see Stewartson (1978)

for a description) while the other type of wave had a much longer period. The later rep-

resents a new, fundamental time scale in rotating hydromagnetic systems, which shall

be referred to as the magnetic-Coriolis (MC) time scale. Chandrasekhar (1961) studied

the effects of buoyancy on rotating hydromagnetic systems in detail, though he focused

primarily on axisymmetric motions. Braginsky (1964; 1967) realised the importance

of non-axisymmetric disturbances and showed that if magnetic, buoyancy and Coriolis

forces were equally important, fast inertial waves as well as slower hydromagnetic waves

are again obtained, but with periods dependent on the strength of stratification. He

christened these slow waves, that were dependent on magnetic, buoyancy (Archimedes)

and Coriolis forces, as MAC waves.

Hide (1966) was the first to consider the influence of spherical geometry on two dimen-

sional hydromagnetic waves. He studied the effects of a linear variation of the Coriolis

force with position, mimicking the effect of the variation in the Coriolis force with lati-

tude in a spherical shell (known as the β effect in meteorology and oceanography). He

showed that the resulting slow hydromagnetic waves (known as MC Rossby waves, be-

cause like Rossby waves in the atmosphere and ocean their restoring force relies on the

variation of the Coriolis force with position (Gill, 1982; Pedlosky, 1987)) had the correct

time scale to account for some parts of the geomagnetic secular variation, particularly

the westward drift described by Bullard et al. (1950). Malkus (1967) studied MC waves

in a full sphere for the special case of a background field increasing in strength with

distance from the rotation axis. Stewartson (1967) developed an analytic theory of such

MC waves in a thin spherical shell.

Eltayeb (1972), Roberts and Stewartson (1974), Soward (1979b) Roberts and Loper

(1979) and more recently Roberts and Jones (2000) have illustrated the importance of

including magnetic and thermal diffusion in models of hydromagnetic waves, showing

that the most unstable waves in plane layer systems often occur on diffusive time scales.

Eltayeb and Kumar (1977) and Fearn (1979b) carried out the first numerical studies

of hydromagnetic waves to include the effects of both buoyancy and diffusion in a ro-

tating, spherical geometry. Fearn and Proctor (1983) went on to consider the effect of
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more geophysically plausible background magnetic fields satisfying electrically insulating

boundary conditions at the outer boundary and with non-zero mean background flows.

They found that the imposed background field had little influence on the properties of

hydromagnetic waves, but that the background azimuthal flow could determine both the

drift speed and latitudinal position of the waves. Most recently, Zhang and Fearn (1994),

Zhang (1995) and Zhang and Gubbins (2002) have discussed the properties of MC and

MAC waves in a spherical shell geometry, considering a variety of imposed magnetic field

configurations.

The overviews by Hide and Stewartson (1973) and Braginsky (1989) provide concise

introductions to the theory of hydromagnetic waves in rapidly rotating systems. The

textbooks by Moffatt (1978), Melchoir (1986), Davidson (2001) and Rüdiger and Holler-

bach (2004) contain summaries of hydromagnetic wave theory in the context of more

general surveys of magnetohydrodynamics. More focused, technical reviews of the sub-

ject can found in Roberts and Soward (1972), Acheson and Hide (1973), Eltayeb (1981),

Gubbins and Roberts (1987), Fearn et al. (1988), Proctor (1994) and Zhang and Schubert

(2000).

6.3 Leading order force balance associated with hydromagnetic waves
in rapidly rotating fluids

A physical understanding of MC waves can be achieved through consideration of the

force balance in a rotating, electrically conducting, inviscid fluid which involves inertia,

magnetic forces, and Coriolis forces. Inertia is the resistance to changes in the state of

motion that all matter (including fluids) exhibit. Magnetic forces always act so as to op-

pose motions that cause distortions in magnetic field lines (Lenz’s law). Understanding

of the influence of Coriolis forces on fluid motions requires a little more thought. Coriolis

forces are well known for causing circulating eddies in fluids (for example, hurricanes in

the atmosphere) and exist in rotating reference frames because inertial motions follow

curved trajectories rather than straight lines in such reference frames. Acting at right an-

gles to direction of motion, the Coriolis force results in circular motions of fluid elements,

which periodically return to their initial position. Such a fluid is said to possess intrinsic

stability (Batchelor, 1967; Tritton, 1987). An intuitive understanding of this stability

may be gained by thinking in terms of vortex lines which, by analogy to magnetic field

lines, point in the direction of the local vorticity (Lighthill, 1966). Vortex lines resulting

from the Coriolis force are initially parallel to the rotation vector for a homogeneous fluid

in solid body rotation and like magnetic field lines impart an effective elasticity to the

fluid by resisting fluid motions that distort them (Lighthill, 1978). Propagation of waves

in rapidly rotating hydromagnetic fluids therefore depends on fluid motions distorting

either the undisturbed parallel vortex lines, or the undisturbed magnetic field lines, or a

combination of both.
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In rapidly rotating hydromagnetic fluid systems, four possible force balances are con-

ceivable; the first three require rapid fluid motions while the final is only possible for

slow fluid motions1:

(i) When magnetic forces are much stronger than Coriolis forces, magnetic tension

alone is capable of balancing inertia and disturbances are communicated by Alfvén

waves where the magnetic restoring force acts to return magnetic field lines to their

initial configuration (see figure 6.1b).

(ii) When Coriolis forces are much stronger than magnetic forces, vortex line tension

is capable of balancing inertia and disturbances are communicated by inertial

waves (see figure 6.1c).

(iii) When magnetic and Coriolis forces are of similar strength, the sum of of magnetic

field tension and vortex tension can balance inertia and disturbances are commu-

nicated by inertial magnetic-Coriolis (inertial-MC) waves (see figure 6.1d).

(iv) When fluid motions are slow so that inertia is unimportant in the leading order force

balance but magnetic and Coriolis forces are of similar strength, then magnetic and

vortex tension are capable of balancing each other and disturbances are communi-

cated by magnetic-Coriolis (MC) waves. In this case time-dependency arises

through changes in the magnetic field, so that changes in the magnetic field con-

figuration produce fluid motions through the action of the Lorentz force; these

motions are then opposed by vortex line tension, resulting in oscillations and wave

motion (see figure 6.1e).

Balance (iv) permits the existence of a new class of slow wave in rotating hydromagnetic

systems, which cannot exist without the presence of both magnetic fields and rotation.

An estimate of the MC time scale can be obtained by performing a scale analysis of

the important terms in the equations for conservation of momentum and induction.

In the momentum equation (D.1), assuming a balance between Coriolis and magnetic

(Lorentz) forces, 2ΩU = B2

ρ0µLMC
, where Ω is the angular rotation rate, U is a typical

velocity scale, B is a typical magnetic field strength, LMC is a typical length scale over

which changes associated with MC waves occur, ρ0 is the density of the fluid and µ

is the fluid’s magnetic permeability. For a highly electrically conducting fluid, changes

in the magnetic field come primarily from advection so scale analysis of the induction

equation ignoring diffusion yields B
TMC

= UB
LMC

, where TMC is a typical time scale over

which changes associated with MC waves occur. Substituting this expression for U
into the expression for the force balance leads to the relation TMC =

2ΩL2
MCρ0µ

B2 . The

quantity vA = B
(ρ0µ)1/2 has units of velocity and is the propagation speed of Alfvén

1The presence of the pressure gradient in the force balance is not explicitly discussed because it plays
a passive role in incompressible fluids.
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Figure 6.1: Hydromagnetic wave mechanisms in a rapidly rotating fluid.
Possible hydromagnetic wave mechanisms. Black lines are vortex lines due to rotation,
red lines are the imposed magnetic field and the light blue region is a fluid parcel. The
green arrow represents the action of the Lorentz force on the fluid parcel, the brown
arrow the action of the Coriolis force and the magenta arrow inertial acceleration. In
(a) the undisplaced fluid parcel is shown, in (b) inertia and Lorentz force give rise to
Alfvén waves, in (c) inertia and Coriolis force produce inertial waves, in (d) inertia is
counteracted by the combination of Lorentz and Coriolis forces to give rise to inertial-MC
waves while in (e) inertia is negligible and the Lorentz force caused by changes in the
form of magnetic field lines is counteracted by the Coriolis force, producing MC waves.
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waves (see, for example, Davidson (2001)). Estimates for these quantities in Earth’s

core are Ω = 7.3 × 10−5s−1, ρ0 = 1 × 104kgm−3, µ = 4π × 10−7T2mkg−1s2, so that

TMC ∼ 10−6L2
MC

B2 . Neither the magnetic field strength or the length scale associated with

its variation in Earth’s core are well known. Taking B = 5 × 10−4T, as suggested by

models of the field at the core surface constrained by models at Earth’s surface, and

LMC = 3.5 × 106m, the core radius, yields TMC ∼ 1.5 × 106 years. Equally plausibly,

considering a wave with azimuthal wavenumber m=8, and assuming that the field inside

the outer core is 10 times the inferred core surface field strength leads to an estimate

of TMC ∼ 250 years. The coincidence between this time scale and that of geomagnetic

secular variation motivates attempts to link the two phenomena.

6.4 Hydromagnetic waves driven by convection, in a rotating plane

layer

In this section, the mathematical analysis of the generalisation of MC waves to the case

when buoyancy forces are present (MAC waves) is presented. The starting point is

the set of dimensional equations of linearised, Boussinesq rotating magnetoconvection

(equations (D.13) — (D.17)). These equations express the principles of conservation

of mass, momentum, energy and electromagnetic induction. In this particular model

the equations are simplified by assuming that the imposed magnetic field B0 is uniform

(so (b · ∇)B0 = 0) and that viscous, magnetic and thermal diffusion are negligible

(ν = η = κ = 0).

Ω

B0

g
z

y

x

T0

Figure 6.2: Geometry of plane layer model of diffusionless MAC waves .
Geometry of background state in model of MC/MAC waves in an infinite rotating layer.
The fluid rotates uniformly about the ẑ axis, the imposed magnetic field is uniform, but
in an arbitrary direction. The imposed temperature gradient and gravity act in the -ẑ
direction.
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Working in Cartesian co-ordinates (x̂, ŷ, ẑ) the axis of rotation is chosen to be along

ẑ, the imposed magnetic field is chosen to be uniform but in an arbitrary direction,

so B0 = (B0xx̂ + B0yŷ + B0zẑ), and the uniform background temperature gradient is

∇T0 = −β′ẑ. In a gravity field g = −γẑ, the buoyancy force is therefore ρ0gαΘ in the

ẑ direction, where T = T0 + Θ. Attention is focused on the slow motions, so the inertial

term ρ0
∂u
∂t is neglected. The linearised governing equations are then

2Ω× u = − 1

ρ0
∇P +

1

µρ0
(B0 · ∇) b + γαΘẑ, (6.1)

∂b

∂t
= (B0 · ∇) u, (6.2)

∂Θ

∂t
= β′ (ẑ · u). (6.3)

Taking ∂
∂t∇× the momentum equation (6.1) to eliminate pressure gives

2(Ω · ∇)
∂u

∂t
=

(B0 · ∇)

µρ0

∂

∂t
(∇× b) + γα

∂

∂t
(∇× Θẑ), (6.4)

while taking the curl (∇×) of the magnetic induction equation (6.2) yields

∂

∂t
(∇× b) = (B0 · ∇) (∇× u). (6.5)

Substituting from equation (6.5) into equation (6.4) for ∂
∂t(∇×b) gives a vorticity equa-

tion quantifying the MAC balance with terms arising from Coriolis forces on the left

hand side and terms arising from the magnetic and buoyancy forces on the right hand

side

2(Ω · ∇)
∂u

∂t
=

(B0 · ∇)2

µρ0
(∇× u) + γα

∂

∂t
(∇× Θẑ). (6.6)

Operating on equation (6.6) with (B0·∇)2

µρ0
∇× gives

2(Ω·∇)
∂

∂t

(B0 · ∇)2

µρ0
(∇×u) =

[
(B0 · ∇)2

µρ0

]2

(∇×(∇×u))+γα
(B0 · ∇)2

µρ0

∂

∂t
(∇×(∇× Θẑ)).

(6.7)

This can be simplified by noting that (B0·∇)2

µρ0
(∇×u) can be eliminated by using equation

(6.6) again, and remembering that for an incompressible fluid ∇×(∇×u) = −∇2u. Then

taking the dot product of equation (6.7) with ẑ and recognising that ẑ · (∇× Θẑ) = 0

and ẑ · (∇× (∇× Θẑ)) = −( ∂2

∂x2 + ∂2

∂y2
)Θ = −∇2

HΘ leaves

4(Ω · ∇)2
∂2

∂t2
uz = −

[
(B0 · ∇)2

µρ0

]2

∇uz − γα
(B0 · ∇)2

µρ0
∇2
H

∂Θ

∂t
.

Finally, making use of the linearised heat equation (6.3) to eliminate ∂Θ
∂t , a sixth order

equation in uz is obtained. This is the diffusionless MAC wave equation

 4(Ω · ∇)2

∂2

∂t2
+

[
(B0 · ∇)2

µρ0

]2

∇2 − γαβ′ (B0 · ∇)2

µρ0
∇2
H


uz = 0.
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Properties of diffusionless MAC waves can now be deduced by substitution of plane

travelling wave solutions of the form uz = Re{ûzei(k·r−ωt)}, where k is the wavevector

and ω is the angular frequency, yielding

4(Ω · k)2ω2 −
[

(B0 · k)2

µρ0

]2

k2 − (B0 · k)2

µρ0
γαβ′(k2

x + k2
y) = 0. (6.8)

This expression can be written more concisely by observing that terms in it correspond

to characteristic natural angular frequencies for hydromagnetic waves in the absence of

rotation (Alfvén waves — see Davidson (2001)), internal gravity waves in a thermally

stratified fluid and simple inertial waves in a rotating fluid (see Stewartson (1978) or

Tritton (1987)), respectively defined as

ω2
M =

(B0 · k)2

µρ0
, ω2

A =
γαβ′(k2

x + k2
y)

k2
, ω2

C =
4(Ω · k)2

k2
, (6.9)

so equation (6.8) simplifies to

ω2
Cω

2 − ω4
M − ω2

Mω
2
A = 0. (6.10)

Solving for ω gives the necessary condition (or dispersion relation) which must be satisfied

by the angular frequency and wavevectors of plane MAC waves (Braginsky, 1964; 1967;

Moffatt, 1978; Soward, 1979a; Soward and Dormy, 2005)

ω = ±ω
2
M

ωC

(
1 +

ω2
A

ω2
M

)1/2

= ± k (B0 · k)2

2ρ0µ(Ω · k)

(
1 +

γαβ′ρ0µ(k2
x + k2

y)

k2 (B0 · k)2

)1/2

. (6.11)

Note that this is singular if B0 · k = 0 or if Ω · k = 0, so diffusionless MAC waves

cannot propagate normal to magnetic field lines or the rotation axis (though they can

propagate across field lines and vortex lines unlike simple Alfvén waves and inertial

waves). Their frequency depends strongly on their wavelength (i.e., they are highly

dispersive) and on their direction (i.e., they are anisotropic). In the special case when

the background magnetic field and the direction of the rotation axis are parallel to

the direction of wave propagation, and when buoyancy forces are absent (α = 0), the

dispersion relation simplifies to ω =
B2

0k
2

2Ωρ0µ
or TMC = 2Ωρ0µLMC

B2
0

as was deduced from

scaling arguments for MC waves in the previous section. The phase speed of the waves

is then cph = ω/k =
B2

0k
2Ωρ0µ

so that waves with shorter wavelengths travel faster.

The presence of a magnetic field strong enough to balance the effects of the Coriolis force

is a necessary condition for the existence of the MC waves which are much slower than

either inertial waves or Alfvén waves. It is worth noting that ωMC is proportional to the

square of the magnetic field strength, so that the magnetic field strength increases the

phase speed of the MC waves also increases.

6.4.1 Effect of diffusion on hydromagnetic waves

Thus far the influence of any source of dissipation (viscous, magnetic or thermal diffu-

sion) has been neglected in order to simplify both the mathematical analysis and the
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physical picture. In this section these effects are re-introduced. Naively, the presence of

dissipation might be expected to merely damp disturbances and irreversibly transform

energy to an unusable form. Although such processes undoubtedly occur, the presence

of diffusion has other more unexpected influences. Perhaps most importantly diffusion

adds extra degrees of freedom to the system and facilitates the destabilisation of waves

that were stable in the absence of diffusion (see Roberts (1977), Roberts and Loper

(1979) and Acheson (1980)). This rather counter-intuitive effect means that instabil-

ity of MAC/MC waves can occur for smaller unstable density gradients compared with

when no diffusion is present and it has been found that instability can even occur in the

presence of a stable density gradient.

The diffusive instability mechanism works most effectively when the oscillation frequency

matches the rate of diffusion, so the time scale of the most unstable waves will be that of

the diffusion process which is facilitating the instability (Acheson, 1980). Diffusion thus

introduces new preferred time scales in the MAC wave problem: that of thermal diffusion

for thermally driven waves, and that of magnetic diffusion for magnetically driven waves.

To include diffusion in the mathematical description of MAC waves, it is necessary to

replace the operator ∂
∂t by

(
∂
∂t − ν∇2

)
in the momentum equation,

(
∂
∂t − η∇2

)
in the

induction equation, and
(
∂
∂t − κ∇2

)
in the heat equation. Retaining the acceleration

term in the momentum equation and including the Laplacian (diffusion) terms before

the substitution of plane wave solutions results in a rather more complicated dispersion

relation for diffusive MAC waves (Moffatt, 1978; Soward, 1979a; Soward and Dormy,

2005),
(
ω2
C(ω + iηk2)2 −

[
(ω + iνk2)(ω + iηk2) − ω2

M

]2)
(ω + iκk2)

+ω2
A(ω + iηk2)

[
(ω + iνk2)(ω + iηk2) − ω2

M

]
= 0. (6.12)

Restricting attention to the conditions thought to exist in Earth’s outer core, where

ohmic diffusion is expected to dominate viscous and thermal diffusion (η � ν, κ) and

where inertial acceleration can be neglected when considering slow oscillations, this ex-

pression simplifies to,

(
ω2
C(ω + iηk2)2 − ω4

M

)
ω − ω2

Mω
2
A(ω + iηk2) = 0. (6.13)

The link to diffusionless MC waves becomes apparent if buoyancy forces are negligible

(ωA = 0) when equation (6.13) reduces to,

ω =
ω2
M

ωc
− iηk2. (6.14)

Here the classical damping role of magnetic diffusion is obvious, causing MC waves with

shorter wavelengths to decay in amplitude more quickly than MC waves with longer

wavelengths. More detail on diffusive MC waves with and without the inclusion of

inertia, and their unwanted impact on geodynamo simulations can be found in Walker

et al. (1998) and Hollerbach (2003).



143 Chapter 6 — Theory

6.5 Influence of spherical geometry on hydromagnetic waves

Earth’s outer core is not an infinite plane layer, but a thick spherical shell with inner

core radius approximately one third of its outer core radius. How does a spherical shell

geometry influence the propagation properties, the stability and the planform of hydro-

magnetic waves? It appears that when the magnetic field is strong, so that the Lorentz

force plays a dominant role in the momentum equation, the influence of spherical bound-

aries is a secondary effect (Fearn, 1979b; Soward, 1979b). On the other hand, when the

magnetic field is weaker, the influence of the Coriolis force and its latitudinal variations

due to spherical geometry2 are dominant. In this section some simplified models that

have been used to study the influence of spherical geometry on hydromagnetic waves are

discussed.

6.5.1 Variation of Coriolis force with latitude: Hide’s β-plane model

Hide (1966) developed a simple analytical model of MC waves in a spherical shell. He

assumed that the waves would have a two dimensional form, being to a first approxi-

mation invariant parallel to the rotation axis. He was therefore able to focus on local

motions of fluid columns in the eastward and northward directions on a spherical surface.

Rather than a constant Coriolis force (as for a plane layer) or a Coriolis force depend-

ing on the sine of latitude (sin λlat) as in a full spherical geometry, he followed Rossby

(1939) and let the Coriolis force vary linearly in the north-south direction about a fixed

latitude λ∗lat. The linearised Coriolis force is then −fcuy in the eastward direction and

fcux in the northward direction, where fc = 2Ω sinλ∗lat +
2Ω cosλ∗lat

c y = fc0 + βy and c

is the outer radius of the spherical shell. Though β =
2Ω cosλ∗lat

c in thin spherical shell,

Hide argued that it should take the opposite sign (β = − 2Ωcos λ∗lat
c ) in thick spherical

shells (see discussion below). The ’β’ in β-plane thus refers to the constant defining the

linear rate of change of the Coriolis force in the north-south direction in this simplified

model. The geometry of the local coordinate system used in this β-plane model (Gill,

1982; Pedlosky, 1987; Andrews, 2000) is presented in figure 6.3.

The imposed magnetic field B0 was chosen to be uniform but inclined at an angle to the

eastward direction; for simplicity the results of the model are reported here for the case

when B0 is entirely eastwards. The background velocity field is assumed to be zero for

2The Coriolis force in a spherical geometry imparts stability to a rapidly rotating fluid in two ways.
Firstly, the rotation of the fluid gives it an intrinsic stability whereby perturbations lead to circular
particle motions (this is the elasticity imparted by vortex lines) and is the mechanism underlying fast in-
ertial waves which can propagate in both eastwards and westwards directions (Malkus, 1967; Stewartson,
1978; Zhang, 1993). Additionally however, slow motions tend to be invariant parallel to the rotation axis
and have a columnar structure; in a spherical geometry, if these columns move latitudinally they change
their height and by conservation of mass their vorticity alters to oppose the change in latitude. This
provides a stability to latitudinal motions and is the basis for uni-directional Rossby waves propagating
westwards in thin shells and eastwards in thick shells. Greenspan (1968) and Zhang et al. (2000) discuss
how, because rotation is the basis for this second mechanism, Rossby waves can be considered as special,
very low frequency inertial waves.
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lat
*λ

Figure 6.3: The β-plane geometry employed by Hide (1966).
The local coordinate system at latitude λ∗lat, employed in the β-plane model of Rossby
(1939) and Hide (1966) (diagram adapted from Acheson and Hide (1973)).

simplicity. Magnetic and viscous diffusion and all thermal and stratification effects were

neglected in the model. The linearised equations governing the evolution of the velocity

field and magnetic field disturbances (u, b) on the β-plane, after the subtraction of the

leading order geostrophic balance between pressure and the constant part of the Coriolis

force (fc0 = 2Ω sinλ∗lat), are then

∂ux
∂t

− βyuy = − 1

ρ0

∂P

∂x
, (6.15)

∂uy
∂t

+ βy ux = − 1

ρ0

∂P

∂y
+

B0

ρ0µ0

(
∂by
∂x

− ∂bx
∂y

)
, (6.16)

∂bx
∂t

= B0
∂ux
∂x

, (6.17)

∂by
∂t

= B0
∂uy
∂x

. (6.18)

where B0 is the strength of the background magnetic field. The component equations on

the β-plane rather than the usual vector equations are presented because it is awkward

to write the β-plane Coriolis term in vector notation. There is no Lorentz force term in

equation (6.15) because B0 is uniform and purely in the x direction.

Taking the curl of the momentum equations ( ∂
∂y of equation (6.15) minus ∂

∂x of equation

(6.16)) yields the z component of the vorticity equation

∂ζ

∂t
+ βuy =

B0

ρ0µ0

∂

∂x

(
∂by
∂x

− ∂bx
∂y

)
, (6.19)

where ζ =
(
∂ux
∂y − ∂uy

∂x

)
is the z component of vorticity. Taking the time derivative of

this, substituting from ∂
∂y (equation (6.17)) and ∂

∂x (equation (6.18)) and operating with

∇2
H =

(
∂
∂x2 + ∂

∂y2

)
to eliminate uy, an equation for the evolution of ζ on a β plane is

obtained (
∂2

∂t2
− B2

0

ρ0µ0

∂2

∂x2

)
∇2
Hζ + β

∂

∂t

(
∂ζ

∂x

)
= 0. (6.20)
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Plane wave solutions of the form ζ = ζ̂ei(kx+ky−ωt), where k is 2π
Lλ

, Lλ is the wavelength

of the disturbance (for simplicity assumed to be the same in the northward and east-

ward directions), and ω is the angular frequency of the waves, can now be considered.

Substituting the plane wave solutions into (6.20) yields the dispersion relation

ω2 +
βω

k
− B2

0k
2

ρ0µ0
= 0. (6.21)

This quadratic equation can be solved to give an expression for ω in terms of k,

ω = − β

2k
± β

2k

(
1 +

4B2
0k

4

ρ0µ0β2

)1/2

(6.22)

For long wavelength disturbances in a rapidly rotating fluid
(

4B0k4

ρ0µ0β2

)
will be small and

a Taylor expansion in this small parameter shows that two values for ω are possible,

ωr = −β
k

and ωm =
B2

0k
3

µ0ρ0β
. (6.23)

The mode ωr is recognisable as a Rossby wave on a β-plane (Rossby, 1939; Dickinson,

1978; Gill, 1982; Pedlosky, 1987). Rossby waves are the special low-frequency, uni-

directional inertial waves that arise because of the latitudinal variation of the Coriolis

force in spherical shell geometry (Longuet-Higgins, 1964; Greenspan, 1968; Zhang et al.,

2000). ωm on the other hand corresponds to a wave very similar in form to the MC wave

found in a rotating plane layer, but inversely proportional to β =
2Ω cosλ∗lat

c rather than

2Ω. It is conventionally referred to as either Hide’s wave or as a MC Rossby wave and is

a result of a leading order balance between magnetic forces and the latitudinally varying

Coriolis force responsible for Rossby waves.

The key to understanding the mechanism underlying both Rossby waves and Hide’s

MC-Rossby waves is the meaning ascribed to the β parameter — this is best seen by

considering the thin and thick spherical shell geometries displayed in figure 6.4. Hide

(1966) argued that when considering slow motions in a rapidly rotating spherical shell of

homogeneous fluid, the most relevant fluid elements are columns of fluid aligned with the

rotation axis. This is a natural consequence of the Proudman-Taylor theorem that slow,

steady motions in a rapidly rotating fluid will be invariant in the direction parallel to

the rotation axis. Following Rossby (1939), Hide argued that the fundamental quantity

which must be conserved in the motion of such columns is their linearised potential

vorticity ( ζ+2Ω
Lcol

), where Lcol is the length of the fluid column (see James (1994) or

McIntyre (2000) for an introduction to the concept of potential vorticity and its utility).

Changes in the latitude of a fluid column are accompanied by changes in Lcol: in order

to conserve potential vorticity this will induce a change in ζ that acts to return the fluid

column to its original position. This mechanism has long been recognised as the origin of

Rossby waves (Rossby, 1939; Andrews, 2000). Rossby took this effect into account in his

simplified β-plane theory by replacing the Coriolis force with the β-effect (see discussion

of governing equations above).
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Figure 6.4: Movement of fluid columns in thin and thick spherical shells.
Examples of (a) a thin spherical shell and (b) a thick spherical shell, showing a fluid
column in each case. Notice that outside the tangent cylinder denoted by the dotted
lines in (b) columns get shorter as they approach the equator, while in the thin shell case
shown in (a) they get longer. Hide (1966) argued that the variation in Coriolis force with
latitude (as measured by the β parameter) would therefore be positive for thin shells,
but negative for thick shells (adapted from Acheson and Hide (1973)).

Hide (1966) and later Acheson and Hide (1973) used geometrical arguments to show that

a general expression for the β parameter, considering changes in Lcol with distance from

the rotating axis, is β = sin2 λ′
(

2Ω
Lcol

dLcol
ds

)
where s is the distance from the rotation

axis. In a thin spherical shell, the length of fluid columns increases towards the equator

and this expression simplifies to β =
2Ω cosλ∗lat

c as earlier inferred by Rossby. In contrast,

for thick spherical shells outside the tangent cylinder, the length of columns decreases

towards the equator and β = − 2Ω cosλ∗lat
c has the opposite sign. This argument indicated

that Rossby waves should propagate in opposite directions in thick and thin spherical

shells as has since been confirmed in numerical models (Yano et al., 2003). The argument

also predicts that MC-Rossby waves should propagate westwards, though it is only valid

so long as fluid motions remain columnar, which may not be true if magnetic forces

dominate the effects of rotation. The idea of modelling columnar motions in thick shells

using a β-plane has proved very influential, inspiring a series of related quasi-geostrophic

(QG) models (Busse, 1970; Busse and Or, 1986; Cardin and Olson, 1994; Aubert, Gillet

and Cardin, 2003).

The problem of finding mathematically precise analytical solutions for MC-Rossby waves

in a spherical shell problem was addressed by Stewartson (1967). He was able to obtain

rigorous solutions in thin spherical shells that were compatible with Hide’s β-plane anal-

ysis, but was unable to make progress analytically in the thick shell case, even in the

absence of a magnetic field (Stewartson and Rickard, 1969).
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6.5.2 Full spherical geometry: the special case of the Malkus field

The role of spherical geometry in determining the properties of MC waves was further

illuminated in the seminal study of Malkus (1967). In an ingenious piece of analysis,

Malkus demonstrated that, if the background magnetic field is that due to a uniform

electrical current density (with magnetic field strength increasing linearly with distance

from the rotation axis), then the hydromagnetic wave problem in a sphere reduces to

the inertial wave problem in a sphere. The solutions have identical eigenfunctions and

systematically modified eigenvalues (wave frequencies). His analysis is outlined here

because the Malkus field has been the basis of many subsequent models.

Malkus’s background magnetic field is purely toroidal and azimuthal with the mathe-

matical form B0 = B0r sin θ
c φ̂ where θ is the co-latitude, c is the radius of the outer

spherical boundary and B0 is the maximum magnitude of the imposed field at the outer

boundary in the equatorial plane. This field is invariant on cylindrical surfaces aligned

with the rotation axis, and increases in strength linearly with distance from the rotation

axis. This field is force free (∇ × (∇ × B0) = 0), so U 0 = 0 is a consistent choice for

the background flow. The dimensional, linearised, governing equations D.13 to D.15, if

one ignores all thermal and diffusive processes and defines the rotating axis to be along

ẑ, reduce to

ρ0
∂u

∂t
+ 2ρ0Ω(ẑ × u) = −∇P +

1

µ0
[(B0 · ∇)b + (b · ∇)B0] , (6.24)

∂b

∂t
= ∇× (u × B0). (6.25)

The major difference here compared to studies of uniform imposed magnetic fields is in

the inclusion of the final term in the momentum equation (b · ∇)B0 resulting from the

non-zero spatial gradient in B0. Soward (1979b) refers to this as the magnetic hoop stress

term. For Malkus’s special choice of B0 it turns out that both terms in the Lorentz force

and the advection term in the induction equation have very simple forms. Recognising

that the advection term can be rewritten ∇× (u × B0) = (B0 · ∇)u − (u · ∇)B0 and

making use of the following relations that hold for the Malkus field

(b · ∇)B0 =
B0

c
(ẑ × b) (6.26)

(B0 · ∇)b =
B0

c

(
∂b

∂φ
+ ẑ × b

)
(6.27)

(B0 · ∇)u =
B0

c

(
∂u

∂φ
+ ẑ × u

)
(6.28)

(u · ∇)B0 =
B0

c
(ẑ × u) (6.29)

the governing equations become

ρ0
∂u

∂t
+ 2ρ0Ω(ẑ × u) = −∇P +

B0

cµ0

[
∂b

∂φ
+ 2ẑ × b

]
, (6.30)
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∂b

∂t
=
B0

c

(
∂u

∂φ

)
. (6.31)

Substituting in azimuthally travelling wave solutions of the form

(u, b) = (û(s, z)ei(mφ−ωt), b̂(s, z)ei(mφ−ωt)), (6.32)

where m is the azimuthal wavenumber of the wave, and ω is its angular frequency leads

to the relations

−iωρ0u + 2ωρ0(ẑ × u) = −∇P +
B0

µc
(imb + 2(ẑ × b)) , (6.33)

−iωb =
imB0

c
u. (6.34)

Substituting from equation (6.34) into equation (6.33) for b and collecting like terms

yields a single equation

L1(ẑ × u) + L2u + ∇P = 0, (6.35)

where L1 = 2

(
Ωρ0 +

B2
0m

µ0ωc

)
L2 =

(
−iωρ0 + i

B2
0m

2

µ0ωc2

)
. (6.36)

This has the same form as the momentum equation governing the evolution of inertial

waves (Melchoir, 1986; Zhang et al., 2000), but with L2 rather than simply −iωρ0 and L1

rather than 2ρ0Ω. The consequence of the presence of the Malkus background magnetic

field is therefore that only that the strength of the latitude-dependent Coriolis force and

the time scale of the inertial response of the fluid have been changed.

Equation (6.35) can be re-written in terms of pressure only (for details of this manipu-

lation consult Malkus (1967)) as
(
L2

2∇2 + L2
1

∂

∂z

)
P = 0. (6.37)

The appropriate rigid spherical boundary condition (u · n̂ = 0|r=c where n̂ is a normal

to the spherical surface), in a form applicable to pressure can be obtained using the link

between u and P in (6.35) and is
(
L2

2s
∂

∂s
+ (L2

1 + L2
2)z

∂

∂z
+ iL1L2

)
P = 0, (6.38)

where s = r sin θ is the cylindrical radius. By choosing

λin =
2L2

iL1
so that − λ2

in =
4L2

2

L2
1

(6.39)

the governing equations in P are transformed into the standard form of the Poincaré

equation for inertial waves in a sphere (see, for example, Zhang (1993))
(
∇2 − 4

λ2
in

∂

∂z

)
P = 0, (6.40)

and the associated boundary condition
(
s
∂

∂s
+

2m

λin
− 4

λ2
in

z
∂

∂z

)
P = 0 on s2 + z2 = c2. (6.41)
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The solution to the inertial wave problem in the sphere involves finding eigenvalues3

λin and associated eigenvectors which satisfy equation (6.40) and equation (6.41). The

solutions are very complicated in general and have only recently been written down

explicitly by Zhang et al. (2000), though Malkus (1967) and Zhang (1993) had earlier

studied some simple cases.

Regarding λin as known, the angular frequencies ω of the solutions to the hydromagnetic

wave problem in a sphere in the presence of the Malkus magnetic field are defined. By

substituting expressions for L1, L2 into equation (6.39) the relation between λin and ω

is

λin =
2
(
−ωρ0 +

B2
0m

2

c2µ0ω

)

2
(
Ωρ0 +

B2
0m

c2µ0ω

) , (6.42)

which gives the quadratic equation,

ω2 + Ωλinω +
B2

0m

c2ρ0µ0
(λin −m) = 0, (6.43)

that has solutions

ω =
Ωλin

2

[
−1 ±

(
1 − 4B2

0m(λin −m)

c2Ω2λ2
inρ0µ0

)1/2
]
. (6.44)

In the case of large wavelength disturbances (small m) in a rapidly rotating fluid when
4B2

0m

Ω2λ2
inρ0µ0

is small, a Taylor series expansion shows that the two possible solutions are

(Malkus, 1967)

ωi ∼ −Ωλin and ωm ∼ B2
0

c2Ωρ0µ0

m(m− λin)

λin
. (6.45)

ωi is essentially an inertial wave, that can travel both eastward and westward depending

on the sign of λin, while ωm is an MC wave where the inertial term is unimportant

and the Lorentz and Coriolis forces balance each other to leading order. As noted by

Jackson (2003), regarding the case when m=8, for the choice of eigenvalue λin=-0.57,

B0 = 4.3 · 10−3T, ρ0 =104kg, Ω =7.29×10−5s−1 and c = 3485 × 103m, then 2π
ωm

∼ 1000

years, suggesting such a wave might be capable of explaining some drifting field features

that are part of geomagnetic secular variation. The relation between Malkus’ MC wave

and Hide’s MC-Rossby waves becomes clear if one considers a λin corresponding to a

quasi-geostrophic inertial wave (QGIW) of very low frequency as discussed by Zhang

et al. (2000) and Zhang and Liao (2004). Such QGIWs are unidirectional (always travel

eastward because λin is < 0 always), and show little variation in structure parallel to the

rotation axis: they are simply Rossby waves in a thick spherical shell. For such Rossby

waves with λin < 0, an MC waves (MC-Rossby waves) will travel westward as predicted

by Hide’s analysis.

3The notation λin used for eigenvalues bears no relation to the latitude λlat that was discussed in the
β-plane model in §6.5.1, but rather denote solutions to the inertial wave eigenvalue problem.
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Malkus’s imposed magnetic field is rather special in a number of ways. The combination

of its cylindrical symmetry, its purely azimuthal form and its linear increase with distance

from the rotation axis means the associated Lorentz force affects fluid motions in a

manner very similar to the Coriolis force in a sphere. This physical similarity results

in a formal mapping to the inertial wave problem that permits analytically tractable

solutions to this special case of the spherical MC wave problem. The Malkus field

therefore provides a very clear demonstration of the wave mechanism associated with

MC balance. It is also somewhat atypical from an energetic point of view. It is stable

to magnetic field gradient instabilities (see next section) so is useful for filtering out

most waves driven by this mechanism and for focusing on waves driven by thermal

instability. Unfortunately, it also fails to naturally satisfy electrically insulating boundary

conditions. When electrically insulating boundary conditions are imposed in its presence

a dynamically active magnetic boundary layer arises that can induce magnetic instability

form=1 wave (Roberts and Loper, 1979; Zhang and Busse, 1995). Suchm=1 instabilities

are often filtered out when focusing on thermal instability by considering only modes

with m > 1 (see, for example chapter 7).

6.6 Instability mechanisms for hydromagnetic waves

The energy source exciting hydromagnetic wave motion in Earth’s outer core is not

known. If the source were impulsive (for example, due to perturbations caused by a

large earthquake or sharp change in the rotation rate of the mantle) the resulting waves

would be free oscillations. It has been demonstrated in §6.4 and §6.5 that free MC/MAC

waves in a spherical shell are highly dispersive, and no evidence for dispersive behaviour

has been found in observations of magnetic field evolution (see §3.7) which are dominated

by a single wavenumber disturbances (see §3.3). Rather than being free oscillations it

therefore appears more likely that hydromagnetic waves of a small group of wavenumbers

are being excited by some instability mechanism.

Waves resulting from instability are only energetically possible if a basic state stores suf-

ficient energy to enable a suitable perturbation to grow, overcoming dissipation effects

(see, for example, Drazin (2002)). The classical example of this process is thermal convec-

tive instability (see, for example, Chandrasekhar (1961)) when the exchange of heavier

fluid with initially underlying lighter fluid releases gravitational potential energy. If the

thermally induced density gradient is large enough that sufficient gravitational potential

energy is available to overcome viscous and thermal diffusion, and if perturbations of

the form required to release the required energy are dynamically possible then convec-

tive perturbations will grow. Different length scales of perturbation will release different

amounts of energy; the dynamically conceivable perturbation releasing the most energy

will define the length scale (wavenumber) of the onset of convection. Many other exam-

ples of suitable instability mechanisms can be imagined:
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(i) Topographic forcing (see, for example, Hide (1967) or Bell and Soward (1996))

caused by topography at the core-mantle boundary.

(ii) Inhomogeneous boundary heat flux forcing (see, for example, Bloxham and Gub-

bins (1987), Gubbins (1994), Zhang and Gubbins (1994), or Christensen and Olson

(2003)).

(iii) Tidally or precessionally forced instability (see, for example, Kerswell (1994)).

(iv) Shear instability of the background flow in the core (see, for example, Fearn (1989)).

(v) Instability of the background magnetic field (see, for example, Acheson (1972) or

Fearn (1993)).

(vi) Convection-driven instability, usually modelled as thermal instability (see, for ex-

ample, Braginsky (1964), Fearn (1979b) or the review of Zhang and Schubert

(2000)).

Although other mechanisms cannot be ruled out, in this section a review of waves driven

only by the last two instability mechanisms is given. The focus on these mechanisms is

because these seem the most likely to arise and have proved to be the easiest to model

in detail.

6.6.1 Magnetically-driven instabilities in a rapidly rotating fluid

Magnetic instabilities result from the rearrangement of a background magnetic field into

a lower energy configuration yielding a release of energy. If the energy supplied to

the perturbation in the magnetic and velocity fields is sufficient to overcome diffusive

processes, it will grow until saturated by nonlinear mechanisms. This rearrangement of

the field lines can occur by two distinct mechanisms. In an ideal (η → 0) magnetic field

instability (Acheson, 1972; 1973; 1983; Fearn, 1983; 1988) the rearrangement of magnetic

field lines occurs without reconnection of field lines; in a resistive instability (Fearn, 1984;

1988) the rearrangement of magnetic field lines involves reconnection of the field lines

which requires finite magnetic diffusivity. There are therefore two necessary conditions

which must be fulfilled if magnetic instability is to occur; (1) sufficient energy must

be available from the unstable background magnetic field to overcome diffusive effects

and (2) the magnetic field morphology must be such that either an ideal or resistive

reorganisation of field lines is possible.

The first condition can be stated in terms of the time scales of the energy transfer

process. It requires that dissipation processes occur more slowly than the time scale of

the perturbations (more precisely that the magnetic diffusion time scale be sufficiently

longer than the MC time scale of the perturbations) in order for growth to occur. The
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non-dimensional parameter called the Elsasser number (see appendix D, equation (D.22))

is a measure of this ratio

Λ =
B2

0

2Ωµ0ρ0η
=

Magnetic diffusion time scale

MC time scale
. (6.46)

Condition (1) can therefore be restated as

Λ > Λc, (6.47)

where Λc is the critical value of the ratio of the magnetic diffusion time scale to the MC

time scale needed for growth of magnetic instabilities4. Λc depends in general on both

the geometry of the container and the morphology of the background magnetic state.

Numerous studies have been carried out for different choices of container geometry and

field morphology. A series of studies have been carried out in spherical geometry with

the equatorially-antisymmetric imposed toroidal and poloidal magnetic fields expected

to be appropriate to the situation in Earth’s core (Zhang, 1995; Zhang and Fearn, 1993;

1994; 1995; Zhang and Gubbins, 2000a;b; 2002). They found that Λc ∼ 10 for a purely

toroidal field while for purely poloidal magnetic fields Λc ∼ 20. Since Λ is also the ratio

of the strength of the Lorentz force to the strength of the Coriolis force, this means that

very strong magnetic fields that will dominate the fluid dynamics are required to obtain

such magnetic instabilities.

Condition (2) depends on the precise mechanism of magnetic field rearrangement. At

least four mechanisms have been discussed in the literature (Fearn, 1993). The first,

most extensively studied mechanism, is that of the ideal magnetic field gradient instabil-

ity. This was discovered and analytically investigated by Acheson (1972; 1973; 1978) in

a simplified cylindrical annulus geometry where the fluid was in uniform solid body rota-

tion and in the presence of a purely azimuthal background magnetic field (B0 = B0(s)φ̂,

where s is the cylindrical radius). He showed that in order for the magnetic field config-

uration to be unstable to an ideal rearrangement of magnetic field lines then

s3

B2
0

d

ds

(
B2

0(s)

s2

)
> m2, (6.48)

where m is the azimuthal wavenumber of the disturbance. Physically this means that

the magnetic field strength must increase with s somewhere faster than s3/2 for the

most unstable m = 1 mode to be obtained. This result has since been extended and

numerically tested for cases where B0(s, z) and where the fluid is differentially rotating

(Fearn, 1983; 1988). Acheson (1972) also demonstrated that waves resulting from ideal

magnetic field gradient instabilities can only propagate in the retrograde (westward)

direction.

The second widely studied mechanism of rearrangement of magnetic field lines involves

reconnection and hence requires the presence of magnetic diffusion (the resistive instabil-

ity). This mechanism requires the existence of critical points in the background magnetic

4This in analogous to the existence of a critical Rayleigh number for thermal instability which measures
the ratio of the stokes rise time for a buoyant flow parcel to the thermal diffusion time.
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field where k · B0 = 0 5; for purely azimuthal fields this reduces to the condition that

B0 = 0. Magnetic field perturbations resulting from this instability tend to be localised

at the latitudes of such critical points, but do not appear to have any preferred direc-

tion of propagation (both westward and eastward are possible). The recent study of

Zhang and Gubbins (2002) showed that in spherical geometry poloidal magnetic can

fields become unstable to eastward propagating waves, suggesting an origin in resistive

instability, rather than ideal instability for which westward propagation is expected.

Two other possible magnetic field instability mechanisms have been discussed in the

literature. The ‘exceptional’ case described by Roberts and Loper (1979), Fearn (1988)

and Acheson (1980) involves stable density stratification catalyses magnetic instability

by weakening the rotational constraint on motion. The remaining possibility is dynamic

instability (Malkus, 1967; Zhang et al., 2003), for which the stabilising influence of the

rotation is insufficient to prevent the azimuthal magnetic field from becoming unstable to

axisymmetric disturbances. However, neither of these mechanisms appear to be relevant

to Earth’s core because they require very large Λc > 103.

It seems likely that condition (2) is satisfied somewhere in Earth’s core, either through the

field gradient condition or the resistive instability condition being satisfied. It is, however,

unclear whether the condition Λ > Λc is ever satisfied even locally. Furthermore, it

seems unlikely that an unstable background magnetic field configuration would persist

and continue to supply energy indefinitely. Magnetic instability therefore seems unlikely

to be the origin of coherent wave-like patterns seen in geomagnetic secular variation

over the historical and archeomagnetic intervals. In chapter 7, and in the next section,

attention therefore focuses on the m >1 perturbations of the Malkus background field

which filters out waves produced by magnetic instability (Roberts and Loper, 1979),

allowing attention to focus on waves generated by thermal instability.

6.6.2 Convection-driven instabilities in the presence of a magnetic field and rapid
rotation

Convection-driven by buoyancy, either thermal or compositional, is likely to be the ma-

jor driving mechanism producing the geodynamo in Earth’s outer core (Braginsky, 1964;

Gubbins and Masters, 1979; Roberts et al., 2003). Only thermal driving is considered

for simplicity in the discussion here. The form of convection will be strongly influenced

by both the rapid rotation of the fluid and the presence of a magnetic field. Both these

forces impart stability to the fluid, so convection often takes the form of hydromagnetic

waves. By studying the onset of rotating magnetoconvection, one can therefore inves-

tigate the properties and mechanisms underlying the most unstable convection-driven

hydromagnetic waves, for a given set of physical parameters. The findings of such studies

are reviewed in this section.

5where k is the wavevector of the disturbance.
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Quasi-geostrophic (QG) annulus model, including β-effect

Many of the important mechanisms associated with convection-driven hydromagnetic

waves in a spherical shell are captured in a QG6 cylindrical annulus model with con-

stantly sloping lid (producing a β-effect). A uniform azimuthal magnetic field is imposed

and viscous, thermal and magnetic diffusion are included. A radial thermal gradient due

to internal heating and radial gravity gives rise to radial buoyancy forces. Such an ar-

rangement, assuming the gap D between the inner and outer cylinders is small compared

to the height of the annulus L, makes it possible to work in a local Cartesian co-ordinate

system (Busse, 1986) as shown in figure 6.5. This model was first developed by Busse

(1976) and later analysed in detail by Soward (1979a). It will be analysed in detail here

because it illustrates the possible types of convection-driven hydromagnetic waves that

will arise in more complicated, realistic models.

Figure 6.5: Quasi-geostrophic (QG) annulus model geometry.
Geometry of the quasi-geostrophic (QG) annulus model for studying convection-driven
hydromagnetic waves as developed by Busse (1976) and Soward (1979a). The fluid ro-
tates uniformly about the ẑ direction, a uniform azimuthal magnetic field B0 is imposed
in the ŷ direction and both gravity and the imposed temperature gradient are in the −x̂

direction. The top boundary has a angle of slope tan−1 β∗. This figure has been adapted
from Busse (2002).

The appropriate governing equations are the linear rotating magnetoconvection equations

in the viscous non-dimensionalisation (see appendix D, equations (D.19) to (D.21)), with

6The term ’Quasi-Geostrophic’ (or QG) refers to the physical state where the horizontal components
of long period motions in a rotating fluid are to leading order in a state of geostrophic balance i.e.
pressure forces are balanced by the Coriolis forces (Dickinson, 1978). It does however permit departures
from geostrophy, particularly those associated with boundary conditions. This state is often associated
with columnar fluid motions in thick shells where latitudinal variation in the Coriolis force producing
Rossby waves are important. More formal conditions for its validity can be found in Gill (1982).
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the length scale being the maximum height of the annulus L. The analysis here closely

follows that of Soward (1979a). For the geometry of background states in figure 6.5,

Ω̂ = ẑ, ĝ = −x̂ and ∇̂T0 = −x̂ so that (u · ∇)T0 = −β′ux while B0 = B0ŷ means

(b · ∇)B̂0 = 0, (B̂0 · ∇)b = ∂b
∂y and ∇× (u × B̂0) = ∂u

∂y so equations (D.19) to (D.21)

simplify to

E

(
∂

∂t
−∇2

)
u + (ẑ × u) = −∇P +ERaΘx̂ + Λ

∂b

∂y
, (6.49)

(
∇2 − Pr

∂

∂t

)
Θ = ux, (6.50)

(
∇2 − Prm

∂

∂t

)
b =

∂u

∂y
, (6.51)

where the definitions and physical meanings of Λ, E, Ra, Pr and Prm can be found

in appendix D, equations (D.22) to (D.26). Taking the ẑ component of the curl of

equations (6.49) and (6.51) while defining the axial component of perturbation vorticity

as ζ = ẑ · (∇× u) and the axial component of the perturbation electric current density

as j = ẑ · (∇× b) gives

E

(
∂

∂t
−∇2

)
ζ +

∂uz
∂z

= −ERa∂Θ

∂y
+ Λ

∂j

∂y
, (6.52)

(
∇2 − Prm

∂

∂t

)
j =

∂ζ

∂y
. (6.53)

Now the assumption of quasi-geostrophy (QG) is implemented: Integrating equations

(6.52), (6.50) and (6.53) with respect to z and dividing by the depth of the fluid, ζ, j,

and Θ can be re-interpreted as the vertically averaged perturbations in axial vorticity,

axial electrical current and temperature respectively. This is possible because geostrophy

(z independence) holds to leading order when the slope of the top boundary is small

(see, for example, Busse and Or (1986) for the formal development of the QG model).

However, because of the presence of the sloping boundary, the term ∂uz
∂z associated

with the Coriolis force cannot be z independent. It can however be evaluated using the

conservation of mass of an incompressible fluid (∇·u = 0) which at the boundary implies

that uz = −β∗ux7, ∫ 1

0

∂uz
∂z

dz = [uz ]
1
0 = −β∗ux, (6.54)

where the non-dimensional parameter β∗ measures the slope of the upper boundary

and is related to the dimensional thick shell β-plane parameter discussed in §6.5.1 by

β = 2Ωβ∗

L . To leading order, the velocity fields in the QG approximation are 2D so can

be represented by a stream function χ where ux = ∂χ
∂y and uy = −∂χ

∂x so ζ = −∇χ. The

equations for the QG system in terms of χ, j and Θ are then,

−E
(
∂

∂t
−∇2

)
∇2χ+ β∗

∂χ

∂y
= −ERa∂Θ

∂y
+ Λ

∂j

∂y
, (6.55)

7This expression ignores the influence of viscous boundary layers and associated Ekman pumping. It
only rigorously applies when free slip boundary conditions are implemented, but provides a reasonable
leading order approximation for the present linear problem.
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(
∇2 − Pr

∂

∂t

)
Θ = −∂χ

∂y
, (6.56)

(
∇2 − Prm

∂

∂t

)
j = − ∂

∂y
∇2χ. (6.57)

Plane wave solutions for χ, j and Θ proportional to ei(kx+ky−ωt) (invariant in the ẑ

direction and taking k to be an estimate of the wavenumber in both the x and y directions

for simplicity) can then be substituted into equations (6.55) to (6.57). This yield relations

between j and χ, and between Θ and χ

Θ =
−ikχ

−k2 + iP rω
and j =

ik3χ

−k2 + iP rm ω
, (6.58)

which when substituted into equation (6.55) give a dispersion relation in the complex

frequency ω,

E(−iω + k2) +
iβ∗

k
=

ERa

−iP r ω + k2
− Λk2

−iP rmω + k2
. (6.59)

The first term comes from the inertial and viscous forces, the second term comes from the

variable Coriolis force, the third term represents thermal (convective) forcing, and the

fourth term the influence of the uniform magnetic field. This dispersion relation is key to

understanding and predicting the properties of hydromagnetic wave driven by convection

and is also capable of recovering the dispersion relations for free waves deduced by Hide

(1966) if convective forcing and diffusion are ignored. By neglecting terms in equation

(6.59), simple explicit solutions can be found for ω which give insight into the types of

wave motion possible in this system:

(i) Rossby waves.

Ignoring thermal driving and the influence of magnetic fields leaving inertia, vis-

cosity and the β-effect in balance,

E(−iω + k2) = − iβ
∗

k
=> ω =

β∗

Ek
− i

k2

E
. (6.60)

This is the viscous non-dimensionalisation dispersion relation expected for free

Rossby waves, damped by viscous diffusion effects and travelling in the prograde

(eastward) direction in the annulus geometry which mimics the scenario outside

the tangent cylinder in a thick spherical shell.

(ii) Hide’s MC-Rossby waves.

Ignoring viscosity, inertia, thermal driving and magnetic diffusion, the β-effect is

balanced by the effect of changes in the magnetic field,

iβ∗

k
=

Λk2

−iP rmω
=> ω = − Λk3

β∗Prm
. (6.61)

This is the dispersion relation expected for Hide’s unforced MC-Rossby waves, trav-

elling in the retrograde (westward) direction with frequency inversely proportional

to the β-effect and proportional to the square of the magnetic field strength.
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(iii) Thermal Rossby waves and magnetically-modified thermal Rossby waves.

Including the magnetic field but ignoring its time changes, (as is reasonable when

Prm → 0 as is the case for liquid metals), but retaining thermal driving, the

appropriate dispersion relation is

E(−iω + k2) +
iβ∗

k
=

ERa

−iP r ω + k2
− Λ. (6.62)

Eliminating Ra from the imaginary part of this equation and using the expression

for Ra obtained from the real part leads to the dispersion relation,

ω =
β∗k
EPr

(1 + Pr−1)k2 + Λ
E

, (6.63)

and an expression for the critical Ra above which thermal instability will occur,

Ra = k4 +
Λk2

E
+

(
k2 + Λ

E

) β∗

E2[
(1 + Pr−1)k2 + Λ

E

]2 . (6.64)

Considering equation (6.63), when Λ is very small the dispersion relation reduces

to that for thermal Rossby waves (ω = β∗

Ek
1

1+Pr ). For a weak magnetic field when

Λ is small, the character of disturbances remains essentially that of the thermal

Rossby waves, but slowed as increasing Λ decreases the magnitude of ω.

For larger Λ, the frequency of disturbances takes the form ω = β∗k
ΛPr . This mode

is fundamentally different from thermal Rossby waves, and relies crucially on the

magnetic field for its existence: it is not just a small correction (Busse, 1976;

Fearn, 1979a; Soward, 1979b). This mode is therefore called the thermal magneto-

Rossby wave and involves a leading order force balance between thermal driving,

the β-effect and the Lorentz force due to a steady magnetic field, with inertia and

viscous effects being negligible. These waves also become slower as the magnetic

field strength is increased.

(iv) Thermal magneto-Rossby waves and thermal MC-Rossby waves.

If inertia and viscosity are neglected, and changes in the magnetic field taken into

consideration, the appropriate dispersion relation is

iβ∗

k
=

ERa

−iP r ω + k2
− Λk2

−iP rmω + k2
. (6.65)

Substituting between the expressions for the real and imaginary parts leads to a

quadratic dispersion relation,

ω2 − Λk3(Pr − Prm)

β∗Pr2m
ω +

k4

Pr2m
= 0. (6.66)

For very slow waves when ω2 can be neglected, and when Pr is not equal to Prm,

this reduces to

ω =
kβ∗

Λ(Pr − Prm)
. (6.67)
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When magnetic field changes are ignored (i.e. when Prm is negligible) this is

identical to the large Λ limit of equation (6.63) illustrating that this is again the

thermal magneto-Rossby wave. Note that this wave is very slow, propagating on

the thermal diffusion time scale; it is dispersive with higher wavenumbers expected

to travel faster and the waves associated with it will be largest where β∗ is largest

(anticipated to be at the equator in spherical geometry). These properties will

prove to be very important when looking for evidence for the existence of this

wave in Earth’s core by analysing geomagnetic observations. The expression for

the critical Rayleigh number of these waves is

Ra =
Pr2β∗2

EΛ(Pr − Prm)
+

Λk2

E
. (6.68)

Ignoring the term k4

Pr2m
(that arises due to the presence of magnetic diffusion and

is negligible when η → 0 and Prm → ∞) and retaining ω2 with its associated

magnetic field changes in equation (6.66), a new wave type that was filtered out in

equation (6.62) is obtained with the dispersion relation,

ω =
Λk3 (Pr − Prm)

β∗Pr2m
(6.69)

This wave arises from a balance between the β-effect and frozen-flux magnetic

effects and is thermally driven, so is referred to as the thermal MC Rossby wave.

This balance is only likely to come about when Prm is much greater than 1, which

is unlikely to the case in Earth’s liquid metal core. The expression for the critical

Rayleigh number of these modes takes the form,

Ra =
Λ

E


k

2Pr2

Pr2m
+

β∗2

k2
(

Pr
Prm

− 1
)2


 (6.70)

Since both terms are proportional to Λ, thermal MC Rossby waves are much harder

to thermally excite than thermal magneto-Rossby waves, unless Prm is very large.

In summary, the QG model demonstrates the existence of three distinct types of ther-

mal excited hydromagnetic wave: magnetically modified thermal Rossby waves, thermal

magneto-Rossby waves and thermal MC-Rossby waves. It is also capable of supporting

thermal Rossby waves in the absence of a magnetic field and Rossby and MC-Rossby

waves in the absence of thermal driving. For Earth’s core which has strong magnetic fields

and convective driving present, this model suggests that convection-driven magneto-

Rossby waves will be the most relevant type of convection-driven hydromagnetic wave.

The limitations of this model should be remembered: (i) when motions are no longer

quasi-geostrophic, for example when very strong magnetic fields (Λ >> 1) are present,

this model is invalid; (ii) formally the β effect approach is only valid for small slopes

(small β∗) and will break down in the equatorial region for a thick spherical shell; (iii) a
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uniform background magnetic field profile was assumed: when this is not the case, extra

terms will be present and other force balances possible.

Analytic studies in the presence of strong, non-uniform magnetic fields

Soward (1979b) has analytically studied the rotating magnetoconvection problem in a

plane layer geometry, including thermal and magnetic diffusion and the presence of an

imposed non-uniform Malkus magnetic field. This model is not limited to weak magnetic

field strengths which was a drawback of the QG model. He found that the non-uniform

magnetic field gives rise to an additional term in the dispersion relation (he calls this the

magnetic hoop stress term) that controls the direction of propagation of thermal MAC

waves when the field strength is strong enough, and can cause wave propagation in a

retrograde (westward) direction. He suggests that thermal MAC waves will be present

regardless of the confining geometry when the magnetic field is sufficiently strong and

that the magnetic hoop stress effect could help to explain westward motions of waves

found for strong magnetic fields in a spherical geometry.

Asymptotic studies in spherical geometry

Building on the landmark asymptotic studies of the onset of thermal convection in a

rapidly rotating sphere in the double limit E << 1 and Pr
E >> 1 of Roberts (1968) and

Busse (1970), Fearn (1979a) carried out a similar study of local stability with a weak

imposed Malkus (B0 = B0r sin θφ̂) magnetic field. This study essentially confirmed the

picture found in the QG annulus model described in the previous section: when the field

is very weak the critical modes are essentially thermal Rossby waves perturbed slightly

by the magnetic field. As the field strength increases (so that magnetic and Coriolis

forces come to balance each other to leading order) the preferred modes become the

thermal magneto-Rossby waves, whose direction of travel depends on the ratio Prm
Pr .

Both waves were found to be non-axisymmetric, equatorially symmetric and columnar

in structure. All these analyses rely on the scaling assumptions that 1
s
∂
∂φ ∼ O(E−1/3),

∂
∂z ∼ 1 and ∂

∂t ∼ O(E−2/3) in the limit E << 1. Such scalings imply that k ∼ O(E−1/3)

and ω ∼ O(E−2/3) and will also be relevant in the QG model. Substituting these into

the expression for Λ in terms of k and ω obtained by balancing the imaginary parts of

the β-effect and magnetic force terms in equation (6.59) gives

Λ = Prmβ
ω

k3
∼ Prmβ

O(E−2/3)

(O(E−1/3))3
∼ O(E1/3) (6.71)

This Λ ∼ O(E1/3) scaling for the threshold Λ is that which occurs when the Lorentz

force is just able to balance the β-effect and it is expected to mark the transition

from magnetically-modified thermal Rossby waves to the thermal magneto-Rossby waves

(Fearn, 1979a).

More recently, Jones et al. (2000) and Dormy et al. (2004) have extended the non-

magnetic theories of the onset of thermal instability in sphere and spherical shell geome-
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tries to rigorous global stability analyses. They deduced that the appropriate cylindrical

radial asymptotic scaling for the columnar modes was ∂
∂s = O(E−1/3). Jones et al.

(2003) have carried out the related global stability analysis with a weak Malkus field

including boundary layer and other first order corrections. This theory was successfully

compared with results from a numerical solution of the full eigenvalue problem (where

no scaling assumptions were made) at small E and large Pr
E . The scaling assumptions

of small radial extent made in all these asymptotic theories break down for low Pr and

large Λ.

Zhang (1994a,b) has developed an asymptotic theory of the onset of thermal convection in

a sphere in the distinct limit of E << 1 and Pr
E << 1, that is based on the perturbation

analysis of inertial wave solutions. Zhang (1995) and Zhang and Busse (1995) have

applied this theory to the spherical rotating magnetoconvection problem, in the presence

of an imposed Malkus field. There is no restriction on the applied field strength in

this case because, as shown in §6.5.2, the special properties of the Malkus magnetic

field means the magnetic problem is simply the non-magnetic problem with modified

eigenvalues. Unfortunately the restriction to Pr
E << 1 limits the applicability of the

results of this theory to rather lower Pr than is anticipated to be the case in Earth’s

core.

In an important recent development Zhang and Liao (2004) have shown the compatibility

of Zhang’s thermal-inertial convection theory with the Roberts-Busse thermal Rossby

wave theory of convection. They have developed a new asymptotic theory, valid for all
Pr
E , in which the columnar thermal Rossby waves can be represented by a sum over a

small number of the QG inertial wave modes derived by Zhang et al. (2000). It will be

exciting to see how this theory will be extended in the future to include the effects of

imposed magnetic fields.

When considering the regime relevant to Earth’s core (0.1 < Λ < 10, E < 10−5, 0.01 <

Pr < 10, 10−5 < Prm < 1) the only feasible option at present is to numerically solve

numerically the full governing equations. Such studies are reviewed in the next section.

Numerical studies in spherical geometry

Studies using the Malkus field

The first study to fully incorporate the effect of spherical geometry and also consider

strong magnetic fields along with convective driving was that of Eltayeb and Kumar

(1977) who employed the Malkus field (B0 = B0r sin θφ̂). They formulated an eigen-

value problem, and used an iterative method to locate the important eigenvalues, starting

with initial values for Ra and ω from the non-magnetic convection problem. Increasing

the field strength from zero, they noted that the critical Rayleigh number for the onset

of convection (Rac) initially increased (suggesting that the magnetic field was stabilising

the fluid) and that disturbances drifted eastwards as expected for magnetically-modified
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thermal Rossby waves. Increasing the strength of the magnetic field further, Rac was

observed to fall (magnetic field facilitating instability) and the length scales of the dis-

turbance increased. The resulting waves were again z independent, drifting slowly to the

east if Prm
Pr << 1 and to the west if Prm

Pr >> 1 as expected for thermal magneto-Rossby

waves. For stronger field strengths they noted that convection filled the whole sphere

and that all waves drifted westwards. Unfortunately, given the nature of computational

resources in the mid 1970’s when this study was carried out, there was doubt over the

convergence of some of the results reported.

Fearn (1979b) carried out a similar, but more accurate numerical study again using

the Malkus field but concentrating on the case when the Roberts number q = Prm
Pr

approached zero. He considered the regime (0.1 ≤ Λ ≤ 100) and documented marginally

stable modes at the onset of thermal convection. He definitively identified magnetically

modified thermal Rossby waves at low Λ, and observed a transition to thermal magneto-

Rossby waves at Λ ∼ O(E1/3) as predicted by his analytical work (Fearn, 1979a). At

Λ ∼ O(1), the propagation direction of the most unstable modes changed from eastwards

to westwards. It was suggested this indicated a transition to thermal MAC modes

for which magnetic hoop stress was more important than the β-effect in determining

the wave propagation direction (see Soward (1979b) for further details). As Λ was

increased further, Fearn observed that Rac began to increase again, as the magnetic

field (rather than rotation) began to inhibit convection. For Λ > 20 magnetically driven

MAC waves were found when stable thermal stratification (Ra ≤ 0) was present (this is

the exceptional mode of magnetic instability described in §6.6.1). The stability diagram

from Fearn (1979b) is presented in figure 6.6. For Ra > 0, the diagram summarises our

current understanding of the different types of convection-driven hydromagnetic waves

possible in a rapidly rotating fluid sphere, as a function of magnetic field strength.

Jones et al. (2003) and Worland (2004) recently completed a comprehensive investigation

(both analytical and numerical) of the properties of linear magnetoconvection in a rapidly

rotating sphere, when the imposed magnetic field is weak Λ << 1, and of the Malkus

type, with E < 10−6. They identified the magnetically-modified thermal Rossby wave

and thermal magneto-Rossby waves to high accuracy, verifying the scenario proposed by

Fearn (1979a;b) and described the effects of varying Λ, Pr and Prm on the structure of

the wave solutions. Increasing Λ was found to lower the azimuthal wavenumber of the

solution and straighten out the spiralling convection characteristic of thermal Rossby

waves at low Pr (Zhang, 1992). As Pr decreased, cells were found to spiral more, with

azimuthal wavenumber decreasing and the position of the transition between the two

types of waves moving to higher Λ. As Prm increased, the effects associated with the

transition were delayed until larger Λ. The localisation of the waves moved outwards

towards the region of higher field strength following the transition from magnetically-

modified thermal Rossby wave (when magnetic field inhibits convection) to the thermal

magneto-Rossby wave (when the magnetic field facilitates convection). The transition
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Figure 6.6: Stability diagram from Fearn (1979b).
Stability diagram for convection-driven hydromagnetic waves in a sphere with a Malkus
background magnetic field. Elsasser number Λ (a measure of magnetic field strength) is
plotted against critical Rayleigh number Rac (a measure of the strength of thermal driv-
ing). The solid line is the boundary between stable waves (S region) and unstable waves
(U region) inferred from numerical calculations. For weak magnetic fields (low Λ) Rac
increases with Λ as expected for the magnetically-modified thermal Rossby waves. For
Λ > O(E1/3), Rac falls indicating a transition to thermal magneto-Rossby waves. For
Λ > 1 convection fills the whole sphere and waves travel westward, suggesting the dom-
inance of thermal MAC waves. For negative Rac (stable stratification) magnetic MAC
waves, driven by magnetic instability catalysed by thermal stratification are observed.
This diagram adapted from Fearn (1979b).
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between these modes was found to be continuous at large Prm but discontinuous at

small Prm. This study did not document changes in the form of the thermally driven

hydromagnetic waves for Λ ∼ 1: this regime is studied in chapter 7.

Effect of more realistic background magnetic fields and flows

Fearn and Proctor (1983) took an important step towards geophysical realism by study-

ing both more realistic background fields and flows. They chose an axisymmetric, toroidal

magnetic field B0 = 8r2(1− r2) sin θ cos θ φ̂. This vanishes on the outer boundary with-

out the need for any magnetic boundary layer and is equatorially anti-symmetric (EA)

as required to generate the observed EA dipole symmetry poloidal field by differential

rotation (the ω-effect, see for example, Roberts (1994)). Initially they neglected the

background flow to isolate the effect of an EA imposed field on convection-driven hydro-

magnetic waves. Little qualitative difference in Rac and ω was then observed compared

to studies involving the Malkus field, though magnetically driven MAC waves were ob-

served for lower Λ and without stable stratification. Eltayeb (1992) came to similar

conclusions when considering the effect of a range of weak imposed magnetic fields in

a spherical shell geometry, finding that the form of the field was only important in de-

termining latitudinal location of the wave, but not the type of wave excited or its drift

speed.

Fearn and Proctor (1983) also considered the effect of axisymmetric background flows

involving differential rotation on convection-driven hydromagnetic waves, when an EA

toroidal magnetic field was imposed. Toroidal magnetic fields with EA symmetry that

satisfy insulating boundary conditions cannot be z independent and therefore have an

associated Lorentz force that drives azimuthal flow (see Braginsky (1980) and Fearn et al.

(1988) for a discussion of this magnetic wind phenomenon). It is therefore important

to include background azimuthal flows in order to study the influence of EA imposed

fields in a self consistent manner. Fearn and Proctor (1983) found that including such

a background azimuthal flows leads to major changes in the properties of convection-

driven hydromagnetic waves. The critical Ra is increased as the amplitude of the flow

increases, waves become localised at the latitude of extrema in the flow with the speed

of the waves approaching the fluid speed at that point. Since azimuthal flows associated

with both magnetic and thermal winds are probable in Earth’s core (see, for example,

Dumberry and Bloxham (2005)), the fact that they crucially influence the properties of

hydromagnetic waves (Braginsky, 1980; Fearn and Proctor, 1983) implies they must be

taken into account if one is to accurately predict the properties of hydromagnetic waves

in Earth’s outer core.

Zhang (1995) studied the parameter dependence of the structure of convection-driven

hydromagnetic waves in a spherical shell, with an EA imposed toroidal magnetic field

but no self-consistent background flow at E = 10−4 and Prm=1. The imposed magnetic

field was chosen to be the axisymmetric toroidal decay mode of the lowest order having
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EA symmetry and satisfying electrically insulting boundary conditions. A mathematical

description of all such decay modes resulting from the solution to the magnetic diffusion

problem in a spherical shell can be found in Zhang and Fearn (1994). Zhang (1995)

demonstrated convincingly that with EA imposed fields there is no minimum in Rac

as a function of Λ because above Λ ∼ O(1) the imposed magnetic field supplies the

energy required for convection through magnetic instability. This is in contrast to the

scenario for the Malkus field where the magnetic field only facilitates thermal convection

and stable stratification is required in order for magnetic instability to occur. Zhang also

noted that as Prm
Pr becomes small, the limit between convection-driven and magnetically-

driven waves is discontinuous for any particular wavenumber. Zhang and Jones (1996)

have investigated this troublesome transition in detail and conclude that there is no

physical difficulty because as Prm
Pr tends to zero, the critical thermal and magnetic modes

with the same Rac always have different wavenumbers.

Decreasing Pr from 1 towards 0, Zhang observed that hydromagnetic waves display

the spiralling structure familiar from non-magnetic convection (Zhang, 1992), but the

Lorentz force can cause spiralling in the westward rather than eastward direction. At

very low Pr a transition is observed to waves with similar form to thermal-inertial waves

(Zhang, 1994a;b; Zhang and Busse, 1987), with structure localised close to the outer

boundary. At very low Pr, fluid inertia is capable of balancing the Coriolis force, so

thermal forcing drives inertial waves rather than Rossby waves and with a weak magnetic

field strength present, magnetically-modified thermal inertial waves are obtained. Little

change is observed in the form of these waves as Λ is increased, perhaps because the

Lorentz force remains as a weak perturbation since the thermal-inertial wave structure

is localised near the outer boundary where the imposed field strength is constrained to

be small in order to satisfy the electrically insulating boundary conditions. No thermal

MC-inertial waves were found, presumably because they are more difficult to excite.

Longbottom et al. (1995) also studied EA imposed fields but time-stepped the governing

equations (see Hollerbach (2000) for a discussion of this numerical method) at E = 10−4

and Prm
Pr = 10−6. This method has the advantage of not requiring an initial starting guess

for the solution. They ignored the influence of inertial effects so were unable to study

magnetically-modified thermal Rossby or magnetically-modified thermal-inertial waves.

Imposing the same EA field as Fearn and Proctor (1983) they also found magnetically

instabilities for Λ > 10, and that including a poloidal imposed field made it easier to

obtain such instabilities. The influence of a background flow was also investigated and

again found to have an important influence if sufficiently strong.

Most recently, attention has focused on the effect of imposing both toroidal and poloidal

magnetic fields together. Zhang and Gubbins (2002) studied convection-driven hydro-

magnetic waves when E = 10−6 and Pr=Prm=1 with a variety of imposed fields. They

found that the poloidal field has less effect on the dynamics than the toroidal magnetic
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field because it satisfies electrically insulating boundary conditions with less curvature

and therefore less magnetic hoop stress. They observed waves propagating eastward

when a poloidal field is dominant and westward when a toroidal field is dominant.

Effect of the presence of an inner core

Zhang (1995) observed that the presence of an insulating inner core did little to change

the structure of either convection-driven or magnetically-driven waves, because the pre-

ferred waves all had columnar structure and were localised outside the tangent cylinder

to the inner core. Longbottom et al. (1995) studied the inclusion of a finitely conducting

inner core, with an imposed field that was non-zero inside the inner core, but again found

that the presence of the inner core made little difference to the form of the magnetocon-

vection. Walker and Barenghi (1997) compared their full sphere results to the spherical

shell results of Longbottom et al. (1995) and found only very minor differences, that

occurred primarily for magnetically-driven instabilities. It can therefore be concluded

that the results of models of rotating magnetoconvection in a fluid sphere will be relevant

to the case of a spherical shell with only small corrections (see for example Jones et al.

(2000)), so results from full sphere models can sensibly be applied when seeking to model

hydromagnetic waves in Earth’s outer core.

6.7 Nonlinear influences on hydromagnetic waves

The discussion up to now has considered only linear hydromagnetic waves. This approach

implicitly assumes (i) waves can be superposed without considering any mutual inter-

action and (ii) that no feedback occurs between the waves and the rest of the system.

This scenario is obviously unphysical because unstable waves can grow without limit,

but is nonetheless useful for determining which type of wave will be most easily excited

in a particular regime. Early studies by Braginsky (1967), Roberts and Soward (1972)

and Braginsky and Roberts (1975), though deriving linear equations for hydromagnetic

waves riding on general background states, emphasised the importance of understanding

non-linear feedback processes. They noted that wave properties are determined by the

background state, but the background state is itself altered by the waves. Furthermore,

the possibility of transient growth of eigenmodes due to non-normal structure of the

governing equations (see, for example, Farrell and Ioannou (1996) or Livermore (2003))

means placing too much faith in results linear eignvalue calculations alone is dangerous.

Therefore, when seeking to interpret geophysical observations indicative of hydromag-

netic waves in Earth’s core, it should be remembered that linear analysis is only formally

valid for small perturbations to an artificial, steady background state and cannot tell us

how waves will evolve, saturate, interact with each other or what flow structures might

result from nonlinear bifurcations of the waves. Attempts to understand such processes

deserves a concerted theoretical and numerical modelling effort in the future.
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Some progress in understanding nonlinear hydromagnetic waves has already been made.

El Sawi and Eltayeb (1981) and Eltayeb (1981) have derived higher order equations

for hydromagnetic waves in a plane layer with a slowly varying background mean flow.

Their equations describe the evolution of diffusionless MAC wave amplitude via the

conservation of wave action (wave energy divided by wave frequency per unit volume).

This conservation law describes how when a wave moves into a region where its frequency

is higher (due to changes in the background state), then the increase in wave energy

occurs at the expense of a decrease in the energy of the background state.

Ewen and Soward (1994a;b;c) performed a weakly nonlinear analysis of a QG cylindrical

annulus model of rotating magnetoconvection in an imposed Malkus-type field. They de-

rived and analysed equations describing the amplitude modulation of thermal magneto-

Rossby waves, finding that a geostrophic flow is driven nonlinearly by the Lorentz force

resulting from magnetic field perturbations associated with hydromagnetic waves and is

linearly damped by Ekman suction at the boundary. They consider stationary pulse,

travelling pulse and wavetrain solutions as well as single mode solutions, and find that

the nonlinear interaction resulting from the geostrophic flow can redistribute energy

amongst the modes.

The 1990’s saw the first attempts to study rotating magnetoconvection in 3D spherical

geometry in the non-linear regime. Fearn et al. (1994) included only the leading order

nonlinearity (the geostrophic flow) and integrated the governing equations in time. They

used the same toroidal field as Fearn and Proctor (1983), chose Prm
Pr = 1 and Λ=5, set

E=0 and neglected inertial terms. At low Ra they obtained an equilibrated solution

for the geostrophic velocity, but it appeared to be determined by Ekman suction and

was clearly not a Taylor state (in which the integral of the azimuthal part of Lorentz

force over cylindrical annuli vanishes (Taylor, 1963)) as they had hoped. At higher Ra

they found complicated time dependence and no converged steady solutions. Walker

and Barenghi (1999) tackled the same problem with rather more success and observed a

transition to a Taylor state at higher Ra. They found that the resulting geostrophic flow

strongly influenced the frequency and propagation direction of the waves (in agreement

with the linear findings of Fearn and Proctor (1983)), causing them to change direction

from westward to eastward as Ra is increased.

Olson and Glatzmaier (1995) numerically time-stepped the governing equations starting

from a conductive state with random perturbations for a limited region of parameter

space (Pr = 1 , Λ =0.1 or 10, Pm = 10−2, E = 5 × 10−5) and Ra highly supercritical.

They imposed a magnetic field (with a sin 2θ dependence on co-latitude) at the inner

core boundary and specified that the outer boundary be an electrical insulator. When

the field was weak, they found fluid motion vigorous and geostrophic outside the tangent

cylinder in narrow (m = 4) columns parallel to the rotation axis and driven by small,

ribbon shaped thermal plumes. There was azimuthal flow driven by Reynolds stresses
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due to the tilt of the convective columns, being westward near the tangent cylinder,

but eastward further from the axis. With a strong magnetic field they found that most

convection occurs inside the tangent cylinder, while outside there was a single, large-scale

plume.

Cardin and Olson (1995) used the QG approximation to study fully non-linear magneto-

convection for Pr = 7, Pm = 0.1, E = 10−4 with Ra = 3Rac and 50Rac, and Λ between

10−4 and 2. For weak forcing, they found Reynolds stresses due to the prograde tilt

of convective columns drove azimuthal flows, but that a strong magnetic field reduced

the wavenumber of convection and suppressed azimuthal flows. For strong forcing, the

Reynolds stresses (rather than viscous stresses) appeared to determine the vortex scale

with large eddies being formed. Unfortunately, the imposed toroidal field chosen in this

study is singular at the origin casting some doubt on the results obtained (Fearn, 1998).

Zhang (1999) studied nonlinear rotating magnetoconvection in a spherical shell, using

the same toroidal field as Zhang (1995), but neglecting the inertial terms and study-

ing thermally driven waves at Ra up to 3 times critical, E = 1 × 10−3 and Λ = 10.

Solutions were obtained by integrating the equations numerically over many magnetic

diffusion times. He found two bifurcations, the first being the onset of steadily travelling

magneto-convective waves with equatorial and azimuthal symmetry, the second being

the simultaneously breaking temporal and azimuthal symmetry leading to vacillating

magnetoconvection (for further discussion, consult Zhang and Schubert (2000)).

Sakuraba and Kono (2000) studied 3D, fully non-linear, magnetoconvection in a rapidly

rotating spherical shell, with an imposed uniform magnetic field parallel to the rotation

axis and E = 2 × 10−5. They found a transition from a magnetically-modified thermal

Rossby wave to a thermal magneto-Rossby wave at Λ ∼ 1. This transition was associ-

ated with an increase in the toroidal magnetic field energy, a decrease in the azimuthal

wavenumber of the mode and the confinement of magnetic flux into anti-cyclonic rolls,

especially in high amplitude spots in the equatorial region at the outer boundary.

Gillet et al. (2005) have carried out a comprehensive experimental and numerical inves-

tigation into the properties of a turbulent flow produced by the nonlinear development

of magnetically-modified thermal Rossby waves. This study is limited to weak magnetic

fields (Λ << 1), but addresses the possibility that flow in Earth’s outer core may be

turbulent. They observe the production of strong azimuthal flows showing the impor-

tance of including nonlinear effects in modelling the properties of hydromagnetic waves.

Liquid sodium experiments are currently underway and in combination with further non-

linear modelling of magnetoconvection these should help clarify the situation in the more

Earth-like regime where Λ ∼ O(1).

Theoretical study of nonlinear hydromagnetic waves in rapidly rotating fluids with strong

imposed magnetic fields is still in its infancy. Such investigations should be expected to

yield important insights enabling a better understanding of observable consequences of
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hydromagnetic waves and their interaction with the azimuthal flows in the core.

6.8 Influence of stratification on hydromagnetic waves

There has been some discussion of the possibility of a stratified layer or inner ocean at the

top of Earth’s outer core (see, for example, Fearn and Loper (1981); Gubbins et al. (1982);

Lister and Buffett (1998)) and the hydromagnetic waves that would be supported there

(see, for example, Braginsky (1987; 1993; 1999), Drew (1993) and Bergman (1993)).

This stratified layer has not yet been observed seismically (Helffrich and Kaneshima,

2004) though its existence seems plausible on thermodynamic grounds with light fluid

released during the solidification of the inner core expected to pond below the core-mantle

boundary.

The dynamics of a stably stratified layer would be dominated by its thin spherical shell

geometry (and the associated β-effect) along with the Brunt-Väisällä frequency (for a

discussion of this concept, see Melchoir (1986)) associated with its stable stratification.

There would undoubtedly be many similarities with the water ocean on Earth’s surface,

but with additional complications caused by the presence of magnetic forces. In partic-

ular, MC-Rossby waves (relying on the change in the Coriolis force with latitude) would

be present within such an ocean though their excitation mechanism remains unclear.

Braginsky (1999) has developed models of both axisymmetric and non-axisymmetric

disturbances of such a stably stratified layer (including the effects of magnetic diffusion)

and claims they can account for oscillations with periods of 65 years and 30 years that

he suggests are found in studies of short period geomagnetic secular variation. Unfor-

tunately, hydromagnetic waves in a hidden ocean at the top of the outer core are not

the only possible source of periodic geomagnetic secular variation on these decadal time

scales — torsional oscillations8 (Bloxham et al., 2002) are an equally plausible explana-

tion. Until the existence of the hidden ocean of the core can be confirmed, the study

of hydromagnetic waves which may exist there will remain of primarily mathematical

interest.

6.9 Summary

In this chapter the subject of hydromagnetic waves in rapidly rotating, convecting fluids

has been reviewed. The fundamental restoring mechanisms provided by rotation and

magnetic fields have been described and dispersion relations have been obtained in a va-

riety of simple cases. Possible excitation mechanisms have been proposed with attention

8Torsional oscillations (Braginsky, 1970) are axisymmetric hydromagnetic waves for which pressure
gradients completely balance the Coriolis force, so the Lorentz force and inertia constitute the leading
order force balance. Oscillations about this state are essentially Alfvén waves involving the magnetic
field in the direction perpendicular to the rotation axis.
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focusing on waves driven by magnetic and thermal instability. Nonlinear feedback be-

tween the waves and azimuthal flows and the effects of stable stratification have also been

discussed. Possible types of hydromagnetic wave found in the presence of convection,

rapid rotation and imposed magnetic fields are listed in Table 6.1:

Wave type Time scale Field strength Comment

MC-Rossby waves MC Rossby
|Mag. force|

|Coriolis force|
≥ O(1) no diffusion

MC-Inertial waves rotational
|Mag. force|

|Coriolis force|
≥ O(1) no diffusion

MC/MAC waves MC/MAC
|Mag. force|

|Coriolis force|
≥ O(1) no diffusion

Magnetically-modified thermal Rossby waves thermal diff. 0 < Λ < O(E1/3) v. weak B0

Magnetically-modified thermal inertial waves rotational Λ > 0 v. small Pr

Thermal magneto-Rossby waves thermal diff. Λ ≥ O(E1/3) Earth-like?

Thermal MC-Rossby waves thermal diff. Λ ≥ O(E1/3) v. large Prm

Thermal MAC waves thermal diff. Λ >> O(1) strong B0

Magnetic MAC waves magnetic diff. Λ >> O(10) v. strong B0

Table 6.1: Hydromagnetic waves in a rotating, thermally convecting fluid.
Summary of types of hydromagnetic wave possible in a rapidly rotating, thermally con-
vecting fluid. Thermal or magnetic in the wave name refers to the type of instability
driving the wave, if these are not present the wave is a free wave (natural response of
the system to perturbation). The required ratios of the magnetic force to the Coriolis
force (or else the range of Λ if diffusion is present) are listed, along with comments on
the relevance of each wave to the regime thought to be present in Earth’s outer core.

In Earth’s core with strong magnetic fields and rapid rotation present (Λ ∼ O(1))

and with Pr ∼ O(1) , Prm << O(1) and with buoyancy forces present, magneto-

Rossby waves appear most likely to be excited by convection. These waves are expect to

propagate slowly on the thermal diffusion time scale, to exhibit dispersion with higher

wavenumbers travelling faster, and to have highest speed when localised at the equator.

The parameter dependences of the structure and properties of convection-driven hydro-

magnetic waves in spherical geometry with a simple Malkus imposed field (Λ ∼ O(1))

and no background flow present are documented in chapter 7.

It should be emphasised that in order to accurately predict the structure and propagation

speeds of hydromagnetic waves in Earth’s core, previous studies suggest that realistic

representations of both the background toroidal magnetic field and of azimuthal flow in

the core should be included in modelling. Further theoretical and numerical studies in

this direction are required in the future.
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Chapter 7

Convection-driven, linear hydromagnetic
waves in a sphere

7.1 Introduction

In this chapter a numerical study of hydromagnetic waves in a rapidly rotating sphere

driven by thermal convection in the presence of an imposed azimuthal magnetic field is

described. The properties of marginally stable waves are studied as a function of the

control parameters. The focus of attention will be the strong magnetic field (Λ ∼ 1)

regime that has not previously been documented in detail. The motivation for this

chapter is to catalogue the behaviour of waves in this regime that is thought to be

relevant to Earth’s outer core.

As noted in chapter 6, accurate modelling of the properties of hydromagnetic waves in

Earth’s core requires taking into account the presence of background flows and nonlinear

interactions between waves and these flows. This is a major undertaking, and is not

attempted in the present chapter. Instead, attention is focused on understanding the

mechanisms responsible for hydromagnetic waves in a simple case that includes the

essential ingredients of a rapidly rotating fluid, a magnetic field that strongly influences

the dynamics, a spherical geometry and convective driving. The knowledge gained in

this study will be of value when attempting to interpret results from more complex and

realistic models with either imposed or dynamo generated radial magnetic fields also

present (see chapter 5 for an analysis of examples of hydromagnetic waves in dynamo

models).

The code forming the basis for numerical investigations in this chapter was kindly pro-

vided by Christopher Jones and Steven Worland from the University of Exeter, UK

(Jones et al., 2003; Worland, 2004). Their manipulation of the governing equations

into a form suitable for numerical solution as an eigenvalue problem and treatment of

the boundary conditions are briefly outlined in the first part of this chapter. The nu-

merical solution of the eigenvalue problem is then described, including new extensions
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to the numerical method of Jones and Worland (particularly the implementation of an

implicitly-started Arnoldi solver (ARPACK) method) allowing solutions to be found even

when no reliable starting guesses for the Rayleigh number and wave frequency at the

onset of convection are available. Results are reported regarding the parameter depen-

dences of wave properties and their structure. Finally implications of these theoretical

investigations for hydromagnetic waves in Earth’s core are discussed.

7.2 Manipulation of governing equations into eigenvalue form

7.2.1 Governing equations

The treatment in this section closely follows that of Worland (2004), which contains

full details of the extensive algebraic manipulations required; the reader should con-

sult this account if further details are required. As described in appendix D, the lin-

earised equations governing perturbations in the flow, magnetic field and temperature

field (u, b,Θ) associated with hydromagnetic waves in a rapidly rotating, convecting

sphere (which is self-gravitating (ĝ = γr), where convection is driven by uniform in-

ternal heating (∇T0 = −β′r) and where the rotation axis is in the ẑ direction) in the

non-dimensionalisation based on the viscous diffusion time scale are,

E

(
∂

∂t
−∇2

)
u + (ẑ × u) = −∇P +ERaΘr + Λ

[
(B̂0 · ∇)b + (b · ∇)B̂0

]
, (7.1)

(
∇2 − Prm

∂

∂t

)
b = ∇× (u × B̂0), (7.2)

(
∇2 − Pr

∂

∂t

)
Θ = −r · u, (7.3)

∇ · u = 0, (7.4)

∇ · b = 0, (7.5)

and the the non-dimensional control parameters called the Ekman number E, Rayleigh

number Ra, Elsasser number Λ, Prandtl number Pr and magnetic Prandtl number Prm

are respectively,

E =
ν

2Ωr02
, Ra =

γαβ′r0
6

κν
, Λ =

B2
0

2Ωµρ0η
, Pr =

ν

κ
, Prm =

ν

η
. (7.6)

The non-dimensionalised background magnetic field used in this model is

B̂0 = r sin θ φ̂. (7.7)

This is the Malkus field that was discussed in §6.5.2 that is useful when one wishes to

study simple examples of hydromagnetic waves in spherical geometry. It allows waves

driven by magnetic instability (see §6.6.1) to be filtered out, permitting attention to

focus on waves driven by thermal instability. It is also force-free ((∇× B̂0) × B̂0 = 0)
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so the effect of background azimuthal flows can be neglected in a self-consistent manner

because the imposed field does not give rise to a Lorentz force and an associated magnetic

wind. It is, however, non-uniform so does incorporate the magnetic hoop stress effect

((b · ∇)B̂0 6= 0) that Soward (1979b) suggested plays a role in determining the direction

of wave propagation when imposed magnetic fields are strong.

7.2.2 Toroidal-poloidal expansion and equations governing the evolution of the scalar
fields

Since u and b are both solenoidal they may be decomposed into toroidal parts (uT , bT )

and poloidal parts (uP , bP ) as

u = uT + uP = ∇× er̂ + ∇× (∇× f r̂), (7.8)

b = bT + bP = ∇× gr̂ + ∇× (∇× hr̂), (7.9)

where e is the toroidal scalar associated with the velocity field, f is the poloidal scalar

associated with the velocity field, g is the toroidal scalar associated with the magnetic

field, h is the poloidal scalar associated with the magnetic field and r̂ is a unit vector

in the radial direction. The toroidal component of a vector lies on spherical surfaces,

with the remainder that crosses spherical surfaces being the poloidal component (see,

for example, Bullard and Gellman (1954)). Expanding the curl operator in spherical

geometry leads to the following expressions for the spherical polar components (r̂, θ̂, φ̂)

of the vector fields in terms of their toroidal and poloidal scalars

u =

[L2f

r2

]
r̂ +

1

r

[
1

sin θ

∂e

∂φ
+

∂2f

∂r∂θ

]
θ̂ +

1

r

[
1

sin θ

∂2f

∂r∂φ
− ∂e

∂θ

]
φ̂, (7.10)

b =

[L2h

r2

]
r̂ +

1

r

[
1

sin θ

∂g

∂φ
+

∂2h

∂r∂θ

]
θ̂ +

1

r

[
1

sin θ

∂2h

∂r∂φ
− ∂g

∂θ

]
φ̂, (7.11)

where the operator

L2 = − 1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
− 1

sin2 θ

∂2

∂φ2
. (7.12)

Expressing the vector fields in poloidal-toroidal form means the solenoidal conditions are

automatically satisfied and do not have to be explicitly implemented, which would be

numerically cumbersome. In poloidal-toroidal form there are now 5 unknowns, so five

governing equations are required if solutions are to be found. The required equations are

obtained by substituting from equations (7.11), (7.10) and (7.7) into r2r̂ · ∇× equation

(7.1), r2r̂·(∇×)2 equation (7.1), r2r̂· equation (7.2), r2r̂·∇× equation (7.2) and equation

(7.3) remains unaltered leading to the system (Worland, 2004)

E

(
L2∂e

∂t
−L2D2e

)
+ Qf − ∂e

∂φ
= Λ

(
(L2 − 2)

∂g

∂φ
+ 2Qh

)
, (7.13)

E

(
−L2D2 ∂f

∂t
+ L2D4f

)
+ Qe+ D2 ∂f

∂φ
= RaErL2Θ + Λ

(
2Qg − (L2 − 2)D2 ∂h

∂φ

)
,

(7.14)
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L2D2h− PrmL2∂h

∂t
= −L2∂f

φ
, (7.15)

L2D2g − PrmL2∂g

∂t
= −L2 ∂e

∂φ
, (7.16)

∇2Θ − Pr
∂Θ

∂t
= −L2f

r
, (7.17)

where

D2 = ∇2 − 2

r2
− 2

∂

∂r

1

r
=

∂2

∂r2
− L2

r2
, (7.18)

and

Q = − cos θL2 ∂

∂r
− sin θ

∂

∂θ

∂

∂r
+

L2

r

(
sin θ

∂

∂θ

)
. (7.19)

7.2.3 Assumptions regarding equatorial symmetry of waves

Equatorially symmetric (ES) rather than equatorially anti-symmetric (EA) wave flows

(see appendix E for a discussion of equatorial symmetry in spherical geometry) are

preferentially excited by a uniform distribution of internal heat sources in a sphere during

non-magnetic convection (Busse, 1970). This continues to be the case for thermally-

driven convection in the presence of an imposed Malkus magnetic field of arbitrary

strength (Eltayeb and Kumar, 1977; Fearn, 1979b) and also for waves driven by magnetic

instability of an EA imposed magnetic field (Zhang and Fearn, 1994; 1995). It is therefore

both physically reasonable and numerically expedient to restrict calculations of waves to

modes with ES symmetry. Combining such flows with the ES symmetry of the imposed

Malkus magnetic field, the only permitted symmetry of the flow, magnetic field and

temperature perturbations are ES (see appendix E):

[ur, uθ, uφ](r, θ, φ) = [ur,−uθ, uφ](r, π − θ, φ) (7.20)

[br, bθ, bφ](r, θ, φ) = [br,−bθ, bφ](r, π − θ, φ) (7.21)

Θ(r, θ, φ) = Θ(r, π − θ, φ) (7.22)

This restriction is important to consider when developing numerical expansions for the

scalar fields, as is described in the next section.

7.2.4 Expansion of scalars into spherical harmonics and Chebyshev polynomials

To transform the system from a set of continuous partial differential equations into a

set of simultaneous linear equations that may be solved numerically, the scalar vari-

ables are each expressed as the product of a complex spherical harmonic expansion on

a spherical surface multiplied by a Chebyshev polynomial series in the radial direction

(see, for example, Boyd (2001) for a review of the use of Chebyshev and pseudo-spectral

expansions). Regarding the azimuthal wavenumber (spherical harmonic order m) as
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fixed, considering only terms contributing to ES scalar fields and requiring that the ra-

dial expansion satisfies the condition of regularity at the origin of the sphere (Kerswell

and Davey, 1996; Livermore and Jackson, 2004; Worland, 2004) the expressions for the

appropriate expansions of the scalar variables are,

e =

N+1∑

n=1

L∑

l=0

elnr
k+1T2n−1(r)P

m
2l+m+1(cos θ)e

i(mφ−ωt), (7.23)

f =

N+2∑

n=1

L∑

l=0

flnr
kT2n−1(r)P

m
2l+m(cos θ)ei(mφ−ωt), (7.24)

g =
N+1∑

n=1

L∑

l=0

glnr
k+1T2n−1(r)P

m
2l+m+1(cos θ)e

i(mφ−ωt), (7.25)

h =

N+1∑

n=1

L∑

l=0

hlnr
kT2n−1(r)P

m
2l+m(cos θ)ei(mφ−ωt), (7.26)

Θ =

N+1∑

n=1

L∑

l=0

Θlnr
k−1T2n−1(r)P

m
2l+m(cos θ)ei(mφ−ωt), (7.27)

where eln, fln, gln, fln, hln and Θln are expansion coefficients corresponding to the lth

spherical harmonic mode (which will be of degree (2l +m+ 1) for e and g but (2l +m)

for f , h and Θ to ensure ES symmetry) and the nth Chebyshev polynomial (which

will be of order 2n − 1 to ensure regularity at the origin when multiplied by rk with

k=1 for even m and k = 2 for odd m). Ti(r) are Chebyshev polynomials of order i and

P uv (cos θ) are associated Legendre polynomials of degree v and order u. Time dependence

has been included through analysis into normal modes that are proportional to ei(mφ−ωt)

(Chandrasekhar, 1961), where ω is a complex number whose real part corresponds to the

angular frequency of the mode and whose imaginary part corresponds to the growth rate

of the mode. The spherical harmonic expansion is truncated at degree L (so there are

L+1 spherical harmonic modes in each expansion), and the Chebyshev polynomial series

is truncated at degree N + 1 (and N + 2 for f), so altogether there are (5N + 6)(L+ 1)

unknowns.

7.2.5 Boundary conditions

In addition to the governing equations, in order to find particular solutions, boundary

conditions must be implemented on each of the scalar fields. The boundary conditions

implemented are documented in this section.

Boundary conditions on the velocity field

The outer boundary is impenetrable (ur = 0 at r = 1) and ur must be regular at the

origin (ur=0 at r = 0). Using equation (7.10) ur = L2f
r2

, and these conditions reduce to
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the constraint that

f = 0 at r=0 and r=1 (origin regularity and impenetrability) (7.28)

At the outer boundary, stress free boundary conditions are imposed. This means that the

fluid exerts no tangential force on the impenetrable boundary. Although this scenario is

strictly unphysical (the appropriate boundary conditions are really no-slip conditions),

Zhang and Jones (1993) have shown that the difference between linear solutions to the

rapidly rotating thermal convection problem in a sphere with no-slip and stress free

boundary conditions is a second order effect. Their conclusions suggest that the numer-

ical expense of resolving the Ekman boundary layer can be avoided by adopting stress

free boundary conditions if one is only interested in linear solutions: this strategy is

adopted in the present model. Mathematically, stress free boundary conditions mean

that ∂
∂r

(
uθ
r

)
= ∂

∂r

(uφ

r

)
= 0 at r = 1. Substituting from equation (7.10) for uθ and uφ in

terms of e and f , and combining the conditions on uθ and uφ yields a condition on each

of e and f ,

r
∂2f

∂r2
− 2

∂f

∂r
= 0 and r

∂e

∂r
− 2e = 0 at r = 1 (stress free) (7.29)

Boundary conditions on the magnetic field

It is assumed that the outer boundary is an electrical insulator and that the electric cur-

rent density (J) outside the spherical model domain is zero. This is a first approximation

to the situation expected at the core-mantle boundary and is also the assumption made

in geomagnetic field modelling.

The condition that J = 0 on the outer boundary means that the perturbation to the

electrical current density should also be zero there, so that ∇×b=0 at r = 1. Considering

only the radial part of this condition and using the fact that r̂ · (∇× b) = L2g,

r̂ · (∇× b) = L2g = 0 so g = 0 at r=1 (radial electrical current vanishes) (7.30)

To determine the implications of the horizontal part of the electrical current vanishing,

one can note that this implies r̂ ·∇×(∇×b) = 0 at r = 1, but r̂ ·∇×(∇×b) = L2D2h so

D2h = 0 or ∂2h
∂r2

−L2h
r2

= 0 at r=1. Assuming h = H(r)Pm
l (cos θ)eimφ this equation can be

solved and ensures that for r ≥1 solutions for h take the form h =
∑

l
hlm

rl P
l
m(cos θ)eimφ

so that the poloidal magnetic field is a solenoidal potential field.

The other magnetic boundary condition is that the change in the magnetic field should

be zero across the outer boundary. Considering the poloidal-toroidal expansion of b in

equation (7.11), this will be satisfied if h and ∂h
∂r are continuous at the boundary. Now

the condition that the electrical current vanishes at the boundary has been shown to

imply that h =
∑

l
hlm

rl P
l
m(cos θ)eimφ at r = 1, so continuity of ∂h

∂r therefore means that,

∂h

∂r
= − lh

r
at r=1 (continuity of magnetic field) (7.31)
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For further details on the application of electrically insulating boundary conditions in a

spherical geometry when using a poloidal-toroidal numerical expansions, the interested

reader should consult Worland (2004) or Livermore (2003).

Boundary condition on the temperature field

The temperature at the outer boundary is constrained to be homogeneous, with the

temperature perturbation (Θ) there being set to zero.

Θ = 0 at r=1 (isothermal outer boundary) (7.32)

This boundary condition is implemented in order to simplify the physics of the model,

and is unlikely to be true at the core-mantle boundary. The heterogeneous nature of

the lowermost mantle (Lay et al., 1998; Wysession et al., 1998) and the likelihood of

structurally complex convection there (Hilst et al., 1998; Tackley, 1998) suggest that the

outer boundary of the core will experience thermally inhomogeneous boundary condi-

tions. Discussion of the impact of inhomogeneous thermal boundary conditions on flow

within the core can be found, for example, in Zhang and Gubbins (1993), Gibbons and

Gubbins (2000), Bloxham (2002) and Christensen and Olson (2003).

7.2.6 Formulation of the eigenvalue problem

Substituting equations (7.23) to (7.27) into equations (7.13) to (7.17) yields a set of linear

equations, each specifying the time derivative of each of the modes of enl, fnl, gln, hnl

and Θnl in terms of the other coefficients. Such sets of equations are constructed at N

collocation points1 in radius, whose positions are determined by the first N non-trivial

zeros of the Chebyshev polynomial TN . The boundary conditions (excluding those for

regularity) are also included in the system providing 6 additional constraint equations.

Noting that because all the modes are proportional to e−iωt so that ∂
∂t = −iω , the

system of equations can be recast in the the form of an complex, generalised eigenvalue

problem

λBx = Ax (7.33)

where λ = −iω is a complex eigenvalue, B is a matrix of the factors pre-multiplying

the ∂
∂t terms in the system of equations and A is a matrix containing the pre-factors

of all the other terms in the governing equations. x is a vector containing the (5N +

6)(L+1) unknown coefficients (the +6 comes from the 6 boundary conditions) arranged

sequentially in the order fln, eln, Θln, gln, hln, listing the N Chebyshev modes and the 6

boundary conditions (1 for each scalar except fln which has 2), before looping over the

(L+ 1) spherical harmonic modes (see Worland (2004) for further details).

1consult Boyd (2001) or Canuto et al. (2001) for further details on the collocation method.
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Due to the special properties of the Malkus field (see §6.5.2), only the operator Q (arising

from the Coriolis force) couples the evolution equations for a particular spherical har-

monic mode to adjacent (l±1) spherical harmonic modes (?). With appropriate indexing

of the matrices and vectors, this means that the matrix B turns out to be diagonal (with

no mode coupling) and the matrix A is banded (see, for example, Golub and Van Loan

(1996) for an explanation of this concept and its numerical advantages).

7.3 Numerical solution of eigenvalue problem

Several techniques exist for solving generalised, complex eigenvalue problems such as

equation (7.33). The most widely used (and that employed by Jones et al. (2003) and

Worland (2004)) is that of inverse iteration (Press et al., 1992), whereby λ (with Re {λ}
the mode’s growth rate and Im{λ} the mode’s angular frequency) can be determined,

given some initial guess for λ. Usually the guess Re{λ}=0 is made to enable modes with

zero growth rate (marginal modes) to be located; in this case only a guess for the angular

frequency of the marginal wave is required in order for the procedure to be carried out.

For a specific choice of the parameters Λ, E, Pr and Prm, a particular m is typically

considered for a range of Ra. The Ra for which the mode has zero growth rate is found

by successive iterations, with Ra varied in a systematic manner, (Numerical Algorithm

Group (NAG) routines are available to enable one to do this efficiently). By doing this

for all m, the m requiring the lowest Ra for a zero growth rate can be identified. This

mode is defined as possessing the critical wavenumber (mc), critical angular frequency

(ωc) and critical Rayleigh number (Rac) for a specific choice of Λ, Pr and Prm and

E. The successful application of this method was demonstrated by Worland (2004) for

Λ < 0.1 when predictions for mc, ωc and Rac were available from the global asymptotic

theory of Jones et al. (2003). It was unfortunately observed that the numerical results

and asymptotic predictions began diverging when Λ ∼ 1, indicating that in the strong

field regime the asymptotic theory was no longer useful for supplying the starting guesses

required by inverse iteration.

To circumvent the need for a reasonable initial guess for the angular frequency of the so-

lution (and to enable several eigenvalues and their associated eigenvectors to be examined

simultaneously) an implicitly-restarted Arnoldi solution method (Golub and Van Loan,

1996) was implemented using ARPACK routines2 (Lehoucq et al., 1998) appropriate

for solving a complex, generalised eigenvalue problem with banded matrices. Instead

of solving the eigenvalue problem directly, this method solves a problem with the simi-

lar matrices, but with shifted eigenvalues. The largest magnitude eigenvalues found in

the shifted problem then correspond to the eigenvalues of the original problem closest

2See the website http://www.caam.rice.edu/software/ARPACK; the routine znbdr4.f describing an
example of the solution to a generalised eigenvalue problem with banded matrices was the basis for the
solution routine implemented in this thesis.
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in magnitude to the user chosen shift (see, for example, the discussion in Livermore

(2003)). In the context of the linear stability problem, eigenvalues with the largest real

part (growth rate) are sought; these will be obtained provided the user chosen real shift

is much larger than user chosen imaginary shift. In the present application, because

the optimal imaginary shift was unknown, it was varied in regularly spaced steps over a

range of conceivable values and the largest (unshifted) eigenvalues were recorded.

7.3.1 Criteria for excepting and rejected eigenvalues

In practise, the implicitly-restarted Arnoldi method described above was implemented

(using fairly low truncations) and the 5 eigenvalues with largest real part were found.

Next, each of these 5 eigenvalues was found again to higher accuracy using the more

efficient inverse iteration method with the initial guess for Im{λ} supplied by the result

from of the low resolution Arnoldi calculation. The residual (Ax − λBx) and the

absolute difference between complex eigenvalues at two different truncation levels (δλ =

λL1N1 − λL2N2) were calculated. Only eigenvalues with (A x − λBx) < 10−12 and
δλ
|λ| < 10−5 were accepted as good eigenvalues3 (see Boyd (2001) for a discussion of these

useful criteria for determining eigenvalues correctly).

All the results reported and discussed in this chapter use a non-dimensional scheme

based around the viscous diffusion time scale, but the matrices actually solved in the

eigenvalue code employed a different non-dimensionalisation, based on the MC time

scale (τMC =
2Ωr20ρ0µ0

B2
0

). There is a one-to-one mapping between the viscous and MC

non-dimensionalisations, so this issue has no bearing on the results reported and in-

terpretations made. Numerically, however, for large Λ and small E, the viscous non-

dimensionalisation leads to very small matrix elements causing the matrices to be ill-

conditioned. The MC non-dimensionalisation was used in order to lessen this problem

though it can never be completely avoided.

Graphics routines were written in MATLAB allowing the solutions contained within the

eigenvector x to be plotted: ur, uθ, uφ, br, bθ, bφ or Θ could be plotted in equatorial

sections, meridional sections or in Hammer-Aitoff projections of a spherical surface.

7.3.2 Benchmarking the eigenvalue solver code

Two benchmarking tests were carried out to ensure that the numerical method was

functioning correctly. First, the established results of Jones et al. (2003) in the weak field

(small Λ) regime were reproduced using the new code (with the ARPACK solver and MC

3Optimal truncation parameters were determined in two steps: (i) Performing inverse iteration at high
resolution with guesses supplied from the Arnoldi calculations and enforcing selection criteria in order
to accurately determine the eigenvalue and (ii) Starting from low truncation values the eigenvalue was
recalculated using inverse iteration. The truncation was then increased in small steps until the criteria
for good eigenvalues was just satisfied and an eigenvalue identical to 6 significant figures to that found
in the high resolution calculation was obtained.
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non-dimensionalisation). This demonstrated that these extensions to the original code

had not introduced any errors. Secondly, the linear eigenvalue code was benchmarked

in the Λ ∼ 1 regime against results from a nonlinear, time-stepping code (the Leeds

Spherical Dynamo4 (LSD) code that was developed by Steve Gibbons and Ashley Willis).

Results were kindly provided by A. Willis, personal communication, March 2005. In LSD,

the Malkus magnetic field was imposed along with stress free, electrically insulating and

isothermal boundary conditions and the spherical shell thickness increased until it was

almost a full sphere and only ES modes included. These conditions were designed to

match as closely as possible those in the linear eigenvalue code. Examples of results

obtained looking for the onset of convection (over a range of 0.1 ≤ Λ ≤ 10) using the

two codes are plotted for comparison in figure 7.1 and listed in Table 7.1. The two

approaches agree well, especially given that the time-stepping code is actually a thick

spherical shell, whereas the eigenvalue solver code is a full sphere. This good agreement

over at Λ ∼ O(1) gives confidence in that results reported in the following sections are

correct.
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Figure 7.1: Benchmarking of linear Magnetoconvection code.
Comparison of results from the eigensolver code and the LSD code for E = 10−4, Pr = 1,
Prm=1 and m=5 and 0.1 ≤ Λ ≤ 10. Results for the Rayleigh number at the onset of
convection are shown in (a) and the corresponding angular frequencies are shown in (b).

7.4 Results

In this section, the results from a parameter survey of the properties of hydromagnetic

waves are reported. All the results concern waves that are marginally critical (have

zero growth rate), for a particular choice of azimuthal wavenumber m and the non

dimensional control parameters: the Ekman number E, Prandtl number Pr, magnetic

Prandtl number Prm and Elsasser number Λ. The Ra number for zero growth rate and

4The LSD code has successfully reproduced the dynamo benchmark (Christensen et al., 2001) and is
also capable of performing magnetoconvection studies with an imposed field.
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Elsasser Number (Λ) Ra (eig code) Ra (time-step code) ω (eig code) ω (time-step code)

0.1 0.14367e7 0.14337e7 -0.17679e3 - 0.1752e3
0.25 0.17266e7 0.17123e7 -0.11565e3 -0.1133e3
0.5 0.13494e7 0.13455e7 -0.20176e2 -0.1996e2
0.75 0.13171e7 0.13150e7 0.70652e1 0.7162e1
1.0 0.13819e7 0.13801e7 0.23258e2 0.2325e2
2.5 0.21442e7 0.21433e7 0.74607e2 0.7487e2
5.0 0.3644e7 0.36457e7 0.12471e3 0.1252e3
7.5 0.51401e7 0.51387e7 0.94588e2 0.9471e2
10.0 0.63047e7 0.63059e7 0.11067e3 0.11110e3

Table 7.1: Comparison of results from eigenvalue and time-stepping codes.
Results (to 6 S.F.) obtained by the time-stepping code and the eigenvalue code for the
same imposed field, boundary conditions and parameters.

the associated angular frequencies ω along with the eigenvectors defining the physical

structure of the wave perturbations are calculated by the numerical eigenvalue solver

code described in the previous section. By considering the marginal modes for all m,

attention is not just focused on the most unstable mode, but other modes that could

also be excited during supercritical convection (Zhang, 1999) or by some other excitation

mechanism (see §6.6, chapter 6) are also considered. The range of parameters studied

is chosen to span likely values in Earth’s core as far as computational limitations will

permit. The types of waves possible and their different structures are described first

as illustrative examples before dependences of wave properties on each of the control

parameters is described.

7.4.1 Wave types and their structure

In this section, brief descriptions of defining properties of the structure of different types

of thermal (convection) driven hydromagnetic waves are described, so they can be con-

trasted. The best way to appreciate the wave’s structure is of course to consult the

figures.

Magnetically-modified thermal Rossby waves

An example of a magnetically-modified thermal Rossby wave is found in figure 7.2 for a

case when Λ=0.1, m=8, Pr=1, Prm=1, E=10−6. Field perturbations are localised at

high latitudes, are almost z independent, have small latitudinal extent and are strongly

spiralling. These waves are most easily excited for weak Λ so are unlikely to be of

importance in Earth’s core (see §7.4.3 for a discussion of their dependence on Λ).
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Magnetically-modified thermal Rossby wave
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Figure 7.2: Marginal wave with m = 8, Λ=0.1, m=8, Pr=1, Prm=1 E=10−6.
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Magnetically-modified thermal inertial wave
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Figure 7.3: Marginal wave for Λ=1, m=5, Pr =10−3, Prm = 1, E=10−6.
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Thermal magneto-Rossby wave
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Figure 7.4: Marginal wave for m=5, Λ=1, Pr=0.1, Prm=10−6,E=10−6.
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Thermal MC-Rossby wave
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Figure 7.5: Marginal wave with Λ=1, m=8, Pr=1, Prm=103, E=10−6.
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Thermal MAC wave
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Figure 7.6: Marginal wave for m=3, Λ=10, Pr=1, Prm=1, E=10−6 .



186 Chapter 7 — Linear waves

Magnetically-modified thermal inertial waves

An example of a magnetically-modified thermal inertial wave is found in figure 7.3 for

a case when Λ=1, m=5, Pr=10−3, Prm=1, E=10−6. Field perturbations are located

close to the outer boundary, there is little spiralling and considerable z dependence with

disturbances having highest amplitude close to the outer boundary in the equatorial

plane. These waves are only easily excited for very low Pr so are also unlikely to be of

importance in Earth’s core (see §7.4.4 for a discussion of their dependence on Pr).

Thermal magneto-Rossby waves

An example of a thermal magneto-Rossby wave is found in figure 7.4 for a case when

Λ=1.0, m=5, Pr=0.1, Prm=10−6, E=10−6. Field perturbations are localised at low

latitudes close to the outer boundary where the imposed magnetic field is strong, but have

large latitudinal extent and are not strongly spiralling. Perturbations are again almost

z independent in this case. These waves are very likely to be excited by convection in

Earth’s core but are characterised by their rather slow propagation speeds (from chapter

6 equation (6.67), ω ∼ β∗m
Λ(Pr−Prm) on the viscous diffusion time scale).

Thermal MC-Rossby waves

An example of a thermal MC-Rossby wave is found in figure 7.5 for a case when

Λ=1.0, m=8, Pr=1, Prm=103, E=10−6. The structure of thermal MC-Rossby waves is

rather similar to the thermal magneto-Rossby waves being predominantly z independent,

though these waves are more strongly spiralling. These waves are only easily excited for

very large Prm so are also unlikely to be of importance in Earth’s core (see §7.4.5 for a

discussion of their dependence on Prm).

Thermal MAC waves

An example of a thermal MAC wave is found in figure 7.6 for a case when Λ=10.0, m=3,

Pr=1, Prm=1, E=10−6. This wave has strong z dependence, with the structure being

fully 3D and the disturbance filling the whole sphere. These waves are only easily excited

for Λ > 5 so are probably unlikely to be the important in Earth’s core.

Generic conclusions on hydromagnetic wave structure

The perturbations in br observed close to the outer boundary can only be caused by a

distortion of the imposed azimuthal magnetic field associated with the hydromagnetic

wave mechanism. This is therefore a possible mechanism by which hydromagnetic waves

could produce an observable wave pattern in Br at the core surface. It is noticeable
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that maxima in br produced by this mechanism occur where the perturbation in the az-

imuthal component of the magnetic field (bφ) is zero (this is especially clear in figure 7.3).

This will be a useful diagnostic when studying more realistic models including poloidal

imposed fields and attempting to determine the mechanism causing concentrations in Br

at the outer boundary.

The velocity field perturbations associated with the hydromagnetic waves also follow a

generic pattern. The waves are associated with a alternating sequence of upwellings and

downwellings in ur close to the outer boundary. Upwellings are found at positions of

divergence of the azimuthal flow while downwellings are found at positions of convergence

of the azimuthal flow. This generic pattern of flow can be utilised in the construction of

simple models of the action of wave flows on Br (see chapter 8).

7.4.2 Dependence on E

All the results shown so far have been for E = 10−6. What impact does varying E

have on hydromagnetic wave properties? To address this question the properties of two

waves (m=8 and m=5 for Λ=1.0, Pr = Prm = 1) were studied for E between 10−2 and

5 × 10−8. The results of this investigation are found in figure 7.7.
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Figure 7.7: Dependence of Ra and ω on E for m=5, 8.
The Rayleigh number Ra for the onset of convection (in the form of thermally-driven
hydromagnetic waves) in (a) and the associated angular frequencies ω in (b). For E
varied from 10−2 to 5 × 10−8 for m=5 and 8. The Prandtl number Pr, the magnetic
Prandtl number Prm and the Elsasser number Λ are 1 for all cases shown.

It is found that for E < 10−4 the results approach an asymptotic low E limit with Ra

proportional to E−1 for fixed m. This is the dependence expected for Ra at the onset of

convection in the form of thermal magneto-Rossby waves (see chapter 6). ω approaches

a constant value (measured on the viscous diffusion time scale) as E tends to zero.

These results suggest that when studying linear hydromagnetic waves, E = 10−6 is

sufficient to be in the low E regime appropriate to Earth’s core (where E ∼ 10−15).
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However, this result may not extend to the study of nonlinear hydromagnetic waves

where saturation and coupling mechanisms must also be in the low E asymptotic regime.

7.4.3 Dependence on Λ

The most important parameter for determining the mechanism underlying the hydro-

magnetic waves obtained is the Elsasser number Λ which measures the strength of the

imposed magnetic field when the rotation rate is fixed. The value of the Elsasser num-

ber in Earth’s core is not well known because the toroidal field strength there cannot

be directly measured. Using the observed poloidal field strength leads to an estimate

Λ ∼ 0.1 which is taken to be the lower limit of the Elsasser numbers investigated here.

It is however possible (and perhaps even likely if the dynamo is in a strong field regime (

see, for example, Roberts (1978); Hide and Roberts (1979); Zhang and Schubert (2000)))

that the toroidal magnetic field is many times stronger than the poloidal field. Zhang

and Fearn (1993) have argued that magnetic instability becomes very likely for Λ > 10

so this provides an upper limit for the time-averaged Λ in Earth’s core; this estimate is

employed as the upper limit for the range of Λ investigated here.

In figure 7.8 the Rayleigh number Ra for the onset of convection and the angular fre-

quency ω of the associated waves are plotted as a function of Λ for different choices of

m between 2 and 9 with E = 10−6 and Pr = Prm = 1. Two distinct behaviours are

evident. For low Λ and m=2 to 6, as Λ increases, Ra increases with the angular fre-

quency becoming larger and the propagation direction eastwards. This is the behaviour

predicted in chapter 6 for magnetically-modified thermal Rossby waves. For Λ ∼ 1 or

greater, waves have smaller angular frequencies (propagate more slowly) and Ra is ob-

served to decrease to a minimum around Λ = 1 before beginning to increase again. This

is behaviour that expected for both thermal magneto-Rossby waves and also for thermal

MAC waves5 that may be present at larger Λ. The behaviour illustrated by the red

curve marking the lowest Ra for m between 2 and 9 in figure 7.8a is in agreement with

the scenario proposed by Fearn (1979b) (see figure 6.6).

In figure 7.9, Ra and ω are plotted versus m for a range of Λ between 0.1 and 10. Figure

7.9a shows that for low Λ waves are more easily excited when m is large, while for Λ ∼ 1

wavenumbers in the range m= 3 to 6 are most easily excited and at large Λ ∼ 10 the

lowest wavenumbers (m=2, 3) are most easily excited. Figure 7.9b and 7.9c illustrate the

dispersion (dependence of ω on m) for the various waves. At low Λ, as the wavenumber

increases waves travel faster eastwards. For Λ = 1 lower wavenumbers appear to prefer

to travel eastwards, while the higher wavenumbers prefer to travel westwards (all are

5It is difficult to make a clear distinction between thermal magneto-Rossby waves and thermal MAC
waves looking at Ra and ω, because for a particular m the transition between the modes is continuous.
They are best distinguished by considering the wave structures (see figures 7.4 and 7.6). The thermal
MAC wave deviate strongly from z invariance, while thermal magneto-Rossby wave structure is primarily
z invariant.
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Figure 7.8: Dependence of Ra and ω on Λ for m=2 to 9.
The Rayleigh number Ra for the onset of convection (in the form of thermally-driven
hydromagnetic waves) in (a) and the associated angular frequencies ω of the waves
(convention negative ω means eastward propagation) in (b), as the Elsasser number is
increased from 0.1 to 1.0, for azimuthal wavenumbers m=2 to 9. The red squares mark
the trend for the lowest Rayleigh number found over this range of wavenumbers. The
Prandtl number Pr and the magnetic Prandtl number Prm are 1 in all cases and the
Ekman number E is 10−6 in all cases.
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travelling very slowly on a time scale ∼ 0.1 to 0.01 τν where τν is the viscous diffusion

time scale. For large Λ modes always appear to travel westwards, with high wavenumbers

travelling faster, but being more difficult to excite.
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Figure 7.9: Dependence of Ra and ω on m for Λ=0.1 to 10.
Rayleigh number Ra for the onset of convection (in the form of thermally-driven hy-
dromagnetic waves) in (a) and the associated angular frequencies ω plotted against m
for Λ=0.1 to 10 in (b). (c) is a magnified version of (b) with only Λ > 1 plotted. The
Prandtl number Pr, the magnetic Prandtl number Prm are 1 in all cases and the Ekman
number E is always 10−6 in the examples plotted.

7.4.4 Dependence on Pr

The Prandtl number Pr defines the ratio of the thermal diffusion time scale to the viscous

diffusion time scale. If values for the expected molecular diffusivities in Earth’s core are

adopted, this will have size ∼ 0.1, whilst if turbulent diffusivities are invoked (Roberts

and Glatzmaier, 2000a) then it has been argued that Pr = 1. A range of values Pr from

10−3 to 105 was investigated: the results are displayed in figure 7.10.

Two distinct regimes are evident, with a transition region between them close to Pr=1.

At large Pr, Ra is independent of Pr, and ω is very small. As Pr is decreased to Pr=1,

Ra begins to fall until at very low Pr a different trend for Ra and ω is observed. In this
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Figure 7.10: Dependence of Ra and ω on Pr for m=5, 8.
The Rayleigh number (Ra) for the onset of convection (in the form of thermally driven
hydromagnetic waves) in (a) and the associated angular frequencies (ω) of the waves as
plotted as a function of Pr which varies from 10−3 to 105 for m=5 and 8. The magnetic
Prandtl number Prm is 1, the Ekman number E is 10−6 and the Elsasser number Λ is
1 in all cases shown.

regime Ra is significantly smaller and ω is much larger with both eastward and westward

propagation being possible.

In this low Pr regime, inertial effects are very large and the resulting hydromagnetic

waves are the magnetically modified thermal-inertial waves first discussed by Zhang

(1995). The structure of these waves is displayed in figure 7.3 and is noteworthy because

field perturbations occur close to the outer boundary and considerable z dependence

is present. Is is however unlikely that such waves will be of relevance in Earth’s core

because the Pr below which they are found scales as E1/2 so will be many orders of

magnitude lower than the value of 0.1 expected in Earth’s core (Ardes et al., 1997).

7.4.5 Dependence on Prm

The magnetic Prandtl number Prm is the ratio of the magnetic diffusion time scale to

the viscous diffusion time scale. In Earth’s core, taking molecular values this would be

∼ 10−6 while it would be ∼ 1 if one prefers to use turbulent values for diffusivities. Prm

between 10−6 and 102 were investigated for E = 10−6, Pr=1, Λ=1 and m = 5, 8. The

results are displayed in figure 7.11.

Two distinct regimes are evident: one at large Prm and the other at small Prm with

a gradual transition between them close to Prm=1. The high Prm mode is very slow,

propagating in the westward direction and with low Ra and is probably a thermal MC-

Rossby wave that occurs when the effects of magnetic diffusion can be neglected (see

figure 7.5 for an example of the structure of such a wave). At very low Prm waves

also travel westwards, but faster and with slightly higher Ra for the onset of convection
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Figure 7.11: Dependence of Ra and ω on Prm for m=5, 8.
The Rayleigh number Ra for the onset of convection (in the form of thermally driven
hydromagnetic waves) in (a) and the associated angular frequencies ω of the waves are
plotted against Prm which varies from 10−6 to 103 for m=5 and 8 in (b). The Prandtl
number Pr is 1 the Ekman number E is 10−6 and the Elsasser number Λ is 1 in all cases.

than for the thermal MC-Rossby waves. This mode has the properties predicted for

the thermal magneto-Rossby wave. The transition between the two types is regular for

Ra, but there is a discontinuity in trend for ω, because the thermal MC-Rossby waves

frequency varies like Pr−1
m (diverges for small Prm), while simple models for thermal

magneto-Rossby waves (see §6.6.2) predict that their frequency will tend to a constant

for small Prm and diverge when Pr = Prm. In Earth’s core it is likely that magnetic

diffusion is much more important than viscous diffusion, so Prm is anticipated to be

much less than 1 and the most relevant waves will be thermal magneto-Rossby waves

rather than thermal MC-Rossby waves.

7.5 Discussion of implications for waves in Earth’s core

A simple model of hydromagnetic waves has been investigated in this chapter to docu-

ment the parameter dependence of wave properties in a regime relevant to Earth’s core.

It would be foolhardy to attempt to link any of the precise details of wave structures

and propagation speeds to observations of the geomagnetic field at the core surface given

the over-simplified nature of the imposed magnetic field and the lack of any background

azimuthal flow. However, several robust conclusions can be made on the basis of the

results of this chapter.

In the Λ ∼ 1, Prm << 1, Pr ∼ 1, E → 0 regime expected in Earth’s core, the most

unstable waves driven by thermal instability were found to be of thermal magneto-Rossby

type having ES symmetry and being almost z independent. Wavenumbers m=3 to 6

were found to be most easily excited and the waves propagated either westwards or
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eastwards on slow time scales of order 1 to 0.01 τν. The viscous diffusion time scale in

Earth’s core is not well known, but lies in the range between 1010 years (when molecular

values for viscosity are adopted) and 105 years (when turbulent values for viscosity are

adopted). Thus the fastest conceivable time scale for the thermal magneto-Rossby waves

studied in this chapter is ∼ 1000 years, which is rather slower than the wave-like motions

identified in chapter 3 with typical time scales ∼ 250 years. This result suggests that

propagation of such convection-driven hydromagnetic waves alone may not be a good

explanation of the observed azimuthal motions of Br features at the core surface.

The models in this chapter also convincingly demonstrated that hydromagnetic waves

can produce spatially coherent, wave-like patterns in Br close to the outer boundary of

a convecting fluid when a toroidal magnetic field is present. Furthermore, alternating

regions of flow convergence and divergence close to the outer boundary are found to

be a generic feature associated with such waves. For the ES thermal magneto-Rossby

waves studied in this chapter, with an ES imposed magnetic field, the magnetic field

perturbations at the outer boundary are found to be ES and centred on the equator.

To match with the observations, this suggests that some ES background magnetic field

(either poloidal or toroidal) is required in Earth’s core.

7.6 Summary

In this chapter, a numerical investigation of the properties of hydromagnetic waves driven

by convection in a spherical geometry with a simple imposed toroidal magnetic field has

been carried out. The set of linearised governing equations was solved using an eigenvalue

approach and marginally stable modes found. Convection-driven, magneto-Rossby waves

were found to be the most likely type of wave to be excited in the regime expected in

Earth’s core. The ES waves that were obtained distorted the ES imposed toroidal field

to produce ES perturbations of Br close to the outer boundary and were focused on low

latitudes. However, their propagation speeds were found to be too slow to account for

the azimuthal motions of field features identified in chapter 3 at the core surface. More

realistic models including the presence of the background azimuthal flow and imposed

magnetic fields compatible with the geodynamo mechanism should be investigated as

the next step towards a more rigorous comparison with observations.
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Chapter 8

Patterns of magnetic field evolution
caused by wave flows

8.1 Introduction

The aim of this chapter is to understand how a propagating wave flow will alter mag-

netic fields and to determine if such a mechanism can produce spatially and temporally

coherent, wave-like, drifting magnetic field patterns. Will propagating concentrations

of magnetic field arise? If so what factors govern the amplitude and propagation speed

of the field concentrations? Are the resulting patterns of field evolution consistent with

observations of magnetic field changes at the core surface? To study these issues purely

kinematic models with simple, specified, wave flows are investigated and the evolution

of magnetic fields from chosen initial states are determined through the solution of the

magnetic induction equation.

Two approaches to the kinematic problem are undertaken. In the first, a simple one

dimensional model of a travelling wave flow consisting of a drifting pattern of alternating

regions of flow convergence and divergence is solved analytically. This example provides

valuable insight regarding mechanisms that could operate in more complex scenarios.

Secondly, in a more Earth-like situation, the radial component of the magnetic induction

equation at an impenetrable spherical surface is solved for the case of a parameterised

spherical wave flow acting on a simple (axial dipole) initial radial magnetic field. A

parameter survey is carried out to catalogue changes in field evolution characteristics as

the phase speed and the wave flow amplitude are varied.

Finally the effect of wave flows on more complex initial fields is investigated. The 1590

field from gufm1 is time-stepped forward using different choices of prescribed wave flow

and limited magnetic diffusion. The influence of the regularisation applied to field models

to eliminate contamination by the crustal field is studied. Hemispherical differences in

field evolution patterns are described and their origin discussed. Finally implications for

the origins of geomagnetic secular variation and inversions for core flows are discussed.
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8.2 1D model of a wave flow acting on a magnetic field

8.2.1 Frozen-flux equation for field evolution

The frozen flux induction equation describes how in the absence of magnetic diffusion

magnetic field changes are entirely due to advection of field lines along with the electri-

cally conducting fluid. This can be expressed mathematically as

∂B

∂t
= ∇× (u × B). (8.1)

The full magnetic induction equation (see equation (D.3) in appendix D) simplifies to

this form when the term η∇2B associated with the effects of magnetic diffusion (Ohmic

dissipation) is negligible. The frozen flux assumption is made in the first, simple model

presented in this chapter. It is a good first approximation to the scenario being modelled

at Earth’s core surface when long length scales, and time scales much shorter than the

magnetic diffusion time scale are considered. Theoretical arguments in favour of the

adoption of the frozen flux assumption can be found in the seminal papers of Roberts

and Scott (1965) and Backus (1968) and also in the review of Bloxham and Jackson

(1991). The results of numerical experiments suggesting that frozen flux assumption

was a useful approximation were reported by Roberts and Glatzmaier (2000b) and Rau

et al. (2000). Recently, geomagnetic field models incorporating frozen flux constraints

have been developed by Jackson et al. (2005) that are capable of fitting observation

within error bounds. The circumstances under which magnetic diffusion should not be

neglected have been discussed by Gubbins and Kelly (1996) and Love (1999). The limit

of advection-diffusion balance highlighted in the latter papers is discussed further in

§8.2.5.

Hydromagnetic wave motions in rotating, spherical containers consist of a propagating

sequence of upwellings and downwelling as has been discussed in chapter 7. To study

the generic influence of such wave flows on magnetic fields, a simple 2D wave flow is

considered here. The idealised wave flow investigated is shown schematically in figure

8.1 and is defined mathematically as

u =




ux(x, z, t)x̂
uy(x, z, t)ŷ
uz(x, z, t)ẑ


 =




−U sin(kx− ωt) cos(kz)x̂
0

U cos(kx− ωt) sin(kz)ẑ


 , (8.2)

where U is maximum magnitude of the flow, 2π
k is the flow wavelength and 2π

ω is the

period of the flow. Since this flow is two-dimensional and incompressible, it can be

written in terms of a potential function

Ψ =
U sin(kx− ωt) sin(kz)

k
, (8.3)

where the flow is then defined to be u = ∇ × Ψŷ = −∂Ψ
∂z x̂ + ∂Ψ

∂x ẑ. Contours of Ψ

represent instantaneous particle trajectories of the flow and are shown in figure 8.1.
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t=0.25

t=0.0

t=0.5

Figure 8.1: Incompressible wave flow used in simple kinematic model.
Contours of the stream-function Ψ in the xz plane showing the instantaneous fluid parcel
trajectories for the model wave flow as time progresses. The flow pattern always has the
same form, but drifts as time progresses towards +x. Spatial units in the x and z
directions are the flow wavelength (λ = 2π

k ) and time is measured in units of the flow
period (T = 2π

ω ).

Equation (8.2) is a modification of a steady 2D flow that was designed to model con-

vection and has been the subject of several previous kinematic studies by Allan and

Bullard (1966), Bloxham (1985; 1986) and Drew (1992). The flow studied here has been

altered so the regions of flow convergence and divergence drift towards +x̂ at a constant

phase speed (cph = ω
k ) rather than being stationary. Flow convergence and divergence is

observed to occur in the x̂ direction at depths z = 2nπ
k where n is any integer (physically

this represents the top and bottom edges of the flow cells). Upwelling and downwelling

occurs in the z direction, and is a maximum at z = (2n+1)π
k at mid-depth in the flow

cells.

The magnetic field whose evolution will be determined by the flow (under the frozen flux

assumption) can in the most general case be written as

B =




Bx(x, y, z, t)x̂
By(x, y, z, t)ŷ
Bz(x, y, z, t)ẑ


 . (8.4)

Using the conditions for incompressible flow (∇ · u = 0) and solenoidal magnetic fields

(∇ · B = 0) and the well known vector identity

∇× (u × B) = (B · ∇)u − (u · ∇)B + u(∇ · B) + B(∇ · u) (8.5)
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the frozen-flux induction equation becomes

∂B

∂t
= (B · ∇)u − (u · ∇)B. (8.6)

The component of this equation in the ẑ direction is then

∂Bz
∂t

= (Bx
∂uz
∂x

+By
∂uz
∂y

+Bz
∂uz
∂z

) − (ux
∂Bz
∂x

+ uy
∂Bz
∂y

+ uz
∂Bz
∂z

) (8.7)

For the 2D model wave flow described above, uy = 0 and ∂uz
∂y = 0 so the governing

equation reduces to

∂Bz
∂t

= (Bx
∂uz
∂x

+Bz
∂uz
∂z

) − (ux
∂Bz
∂x

+ uz
∂Bz
∂z

). (8.8)

Earth’s core-mantle boundary is a solid interface through which no vertical flow occurs.

At the top of a flow cell for example at z = π/k in equation (8.3) there is also no vertical

flow. This similarity means that one can consider the flow defined in equation (8.3) at

such a depth to be a crude model that contains the key ingredients of a drifting wave

flow adjacent to a rigid boundary such as the core surface. Adopting this assumption,

the flow at z = π/k is ux = U sin(kx−ωt), uz = 0, ∂uz
∂x = 0 and ∂uz

∂z = −kU cos(kx−ωt)
so the frozen flux induction equation governing the evolution of Bz becomes

∂Bz
∂t

+ U sin(kx− ωt)
∂Bz
∂x

+ kU cos(kx− ωt)Bz = 0. (8.9)

It is noteworthy that this is identical to the 1D induction equation without diffusion

describing the effects of a compressible wave flow U sin(kx−ωt)x̂ acting on a field Bzẑ.

This flow consists of alternating regions of flow convergence and divergence. Henceforth

the subscript z in Bz(x, t) is dropped and the magnetic field in the ẑ direction is referred

to simply as B(x, t) and similarly U sin(kx− ωt) is simply denoted by u(x, t).

8.2.2 Changing reference frame to move along with wave flow

The mathematical problem can be simplified by transforming to a frame of reference

moving with the phase speed of the wave flow (cph = ω
k ), which for the present flow

is a constant. In a frame moving at the phase speed, the wave-pattern is stationary

so it is more straightforward to determine the influence of the flow on magnetic field

evolution. Similar transformations have been made to aid the determination of core

flows from geomagnetic secular variation by Davis and Whaler (1996) and Holme and

Whaler (2001).

Following a Galilean transformation to the reference frame drifting with the phase speed

of the wave flow, a new variable defining spatial position (ψ) is defined that is related to

the original coordinates by ψ = x− cpht. Transforming the flow field u and the magnetic

field B to the new co-ordinate system these become

u(ψ, t) =
dψ

dt
=
dx

dt
− d(cpht)

dt
= u(x, t) − cph = U sin kψ − cph, (8.10)
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and

B(ψ, t) = B(x, t). (8.11)

The invariance of magnetic fields under Galilean transformation arises because relativistic

effects are negligible when considering transformations to frames travelling much slower

than the speed of light. This fundamental assumption is implicit in the pre-Maxwell

form of the equations of electrodynamics employed in studies of magnetohydrodynamics

from which the induction equation is derived (Moffatt, 1978).

Therefore in the new reference frame, equation (8.9) governing the field evolution trans-

forms to

∂B(ψ, t)

∂t
+ (U sinkψ − cph)

∂B(ψ, t)

∂ψ
+ (Uk cos kψ)B(ψ, t) = 0, (8.12)

or more compactly
∂B(ψ, t)

∂t
= − ∂

∂ψ
[u(ψ, t)B(ψ, t)]. (8.13)

A standard mathematical procedure for solving such first order, linear, homogeneous

partial differential equations is the method of characteristics (see, for example, Riley

et al. (2002) or Ockendon et al. (2003)) which involves simplifying to a set of ordinary

differential equations. This method is employed in the next section to find an analytical

solution to the problem.

8.2.3 Solution using the method of characteristics

The method of characteristics involves finding a curve in solution space along which

the governing partial differential equation (in this case equation (8.12)) is reduced to

an ordinary differential equation that can easily be solved. The method consists of two

parts, finding appropriate curves in solution space (the characteristic curves) and solving

the ordinary differential equation along these characteristic curves.

Position on the characteristic curve can be specified by a single parameter s = s(ψ, t)

with derivatives of s, t, ψ related via the chain rule

dB

ds
=
dt

ds

(
∂B

∂t

)

ψ

+
dψ

ds

(
∂B

∂ψ

)

t

. (8.14)

By choosing the equations of the characteristic curves C to be

dt

ds
= 1 and

dψ

ds
= U sin kψ − cph so that

dψ

dt
= U sin kψ − cph, (8.15)

equation (8.12) simplifies to an ordinary differential equation in s,

dB

ds
= −kU cos kψ B. (8.16)

Using the relation from equation (8.15) that ds = dψ
U sinkψ−cph

, dividing both sides by B

and integrating, equation (8.16) can be rewritten as
∫

C

dB

B
=

∫

C

−kU cos kψ

U sin(kψ) − cph
dψ, (8.17)
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so that

lnB = −ln
[
sin kψ − cph

U

]
+ lnK, (8.18)

or

B =
K

sin kψ − cph

U

, (8.19)

where K is a constant that can be determined from the initial state of B. For example,

if at t=0, it is known that ψ=ψ0 and B(ψ, t)=B0(ψ0, 0), then

K = B0(ψ0, 0)
(
sin kψ0 −

cph
U

)
. (8.20)

So an expression for B in terms of this initial condition is

B =
B0(ψ0, 0)

sin kψ − cph

U

(
sin kψ0 −

cph
U

)
, (8.21)

and recognising that

sin kψ0 =
2 tan kψ0

2

1 + tan2 kψ0

2

, (8.22)

this can be written as

B =
B0(ψ0, 0)

sin kψ − cph

U

(
2 tan kψ0

2

1 + tan2 kψ0

2

− cph
U

)
. (8.23)

Provided an expression for tan kψ0

2 in terms of ψ and t can be found, the development

of B(ψ0, 0) is therefore completely known.

Expressions for tan kψ0

2 in terms of ψ and t can be derived from the equations of the

characteristic curves, though unfortunately this procedure is rather algebraically cum-

bersome.

Recall that the equation of the characteristic curves from equation (8.15) is

dψ

dt
= U sin kψ − cph. (8.24)

Letting z = kψ so that dψ = dz
k and then separating the variables and integrating

∫
dz

U sin z − cph
=

∫
k dt = kt+K2, (8.25)

where K2 is a constant to be determined. The integral on the left hand side of equa-

tion (8.25) is recognisable as a standard integral of elementary transcendental functions

(equation (4.3.131) on p.78 of Abramowitz and Stegun (1964)). The solution falls into

3 possible categories depending on relative amplitudes of U and cph.

When U2 > c2ph, letting Γ1 = (U2 − c2ph)
1/2

∫
dz

U sin z − cph
=

1

Γ1
ln

[−cph tan z
2 + U − Γ1

−cph tan z
2 + U + Γ1

]
, (8.26)
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when U2 = c2ph,
1

U

∫
dz

sin z − 1
= − 1

U
tan

(π
4

+
z

2

)
, (8.27)

while when U 2 < c2ph, letting Γ2 = (c2ph − U2)1/2,

∫
dz

U sin z − cph
=

2

Γ2
arctan

[
U − cph tan z

2

Γ2

]
. (8.28)

When t=0 and ψ=ψ0 so that z=z0=kψ0 then equation (8.25) can be used to determine

K2,

K2 =

∫
dz0

U sin z0 − cph
, (8.29)

which has the same solutions as is listed in equations (8.26) to (8.28), but with z replaced

by z0 in each case. All the information required to link tan kψ0

2 to ψ and t is now

available — the required expressions are obtained by substituting for
∫

dz
U sin z−cph

and

K2 =
∫

dz0
U sin z0−cph

in equation (8.25) and rearranging.

First considering the case when U 2 > c2ph, defining

A =

[−cph tan z
2 + U − Γ1

−cph tan z
2 + U + Γ1

]
=

[
−cph tan kψ

2 + U − Γ1

−cph tan kψ
2 + U + Γ1

]
, (8.30)

and

X = −cph tan
z0
2
, (8.31)

then equation (8.25) becomes

1

Γ1
lnA = kt+

1

Γ1
ln

[
X + U − Γ1

X + U + Γ1

]
, (8.32)

using the laws of logarithms this can be written,

−kΓ1t = ln




[
X+U−Γ1
X+U+Γ1

]

A


 , (8.33)

so that

A =

[
X + U − Γ1

X + U + Γ1

]
ekΓ1t, (8.34)

solving for X gives

X =
(U + Γ1)A+ (Γ1 − U)ekΓ1t

ekΓ1t −A
, (8.35)

and the required expression for tan z0
2 = tan kψ0

2 is therefore

tan
kψ0

2
=

(U + Γ1)A+ (Γ1 − U)ekΓ1t

cph(A− ekΓ1t)
. (8.36)

When U2 = c2ph, defining

A′ = tan
(π

4
+
z

2

)
= tan

(
π

4
+
kψ

2

)
, (8.37)
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and letting

X ′ = tan
z0
2

= tan
kψ0

2
, (8.38)

then equation (8.25) becomes

−A
′

U
= kt− 1

U
tan

(π
4

+
z0
2

)
, (8.39)

but because of the identity

tan(
π

4
+
z0
2

) =
1 + tan z0

2

1 − tan z0
2

=
1 +X ′

1 −X ′
, (8.40)

this becomes

A′ + Ukt =
1 +X ′

1 −X ′
, (8.41)

which when rearranged to determine X ′ = tan kψ0

2 yields

tan
kψ0

2
=
A′ + Ukt− 1

A′ + Ukt+ 1
. (8.42)

Finally, for the case when U 2 < c2ph, defining

A′′ =
U − cph tan z

2

Γ2
=
U − cph tan kψ

2

Γ2
, (8.43)

and

X ′′ = tan
z0
2

= tan
kψ0

2
, (8.44)

then equation (8.25) becomes

2

Γ2
arctanA′′ = kt+

2

Γ2
arctan

[−cphX ′′ + U

Γ2

]
. (8.45)

Dividing by 2
Γ2

, taking 1
2Γ2kt to the left hand side and then taking the tangent of both

sides

tan

(
−1

2
Γ2kt+ arctanA′′

)
=

−cphX ′′ + U

Γ2
(8.46)

which when rearranged to yield X ′′ = tan kψ0

2 and simplified gives

tan
kψ0

2
=

1

cph

(
U − 1

Γ2

[
A′′ − tan

(
1
2Γ2kt

)

1 −A′′ tan
(

1
2Γ2kt

)
])

. (8.47)

Equation (8.23) together with the expressions for tan kψ0

2 in terms of ψ and t for the

three cases U > cph (equation (8.36)), U = cph (equation (8.42)) and U < cph (equation

(8.47)) constitutes the solution to the problem. For convenient future reference the re-

sults are collected in the box below.
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B(ψ, t) =
B0(ψ0, 0)

sin kψ − cph

U

(
2ζ

1 + ζ2
− cph

U

)
,

when U2 > c2ph then ζ =
(U + Γ1)A+ (Γ1 − U)ekΓ1t

cph(A− ekΓ1t)
,

when U2 = c2ph then ζ =
A′ + Ukt− 1

A′ + Ukt+ 1
,

when U2 < c2ph then ζ =
1

cph

(
U − 1

Γ2

[
A′′ − tan

(
1
2Γ2kt

)

1 −A′′ tan
(

1
2Γ2kt

)
])

,

where Γ1 = (U2 − c2ph)
1/2, Γ2 = (c2ph − U2)1/2 and

A =
−cph tan kψ

2 + U − Γ1

−cph tan kψ
2 + U + Γ1

, A′ = tan

(
π

4
+
kψ

2

)
and A′′ =

U − cph tan kψ
2

Γ2
.

(8.48)

This solution shows that the space-time evolution of any initial magnetic field configu-

ration B0 is determined by the function

Fw =

(
2ζ

1+ζ2
− cph

U

)

sin kψ − cph

U

. (8.49)

For simplicity results in the next section are only presented for the case B0= constant,

to emphasise the characteristics of Fw alone rather than the combination of B0 and Fw.

It should however be noted that the framework developed here applies to any initial

magnetic field profile. The physical meaning of equation (8.49) and some important

limiting cases are discussed in the next section.

8.2.4 Discussion of solutions to 1D frozen flux wave flow problem

In this section the evolution of an initially uniform magnetic field B0(x, t) = B0 is de-

scribed for a particular choice of the control parameters U and cph. For convenience

the choice k=1 (corresponding to a flow wavelength of 2π) is fixed, so changing cph

corresponds to changing the frequency ω of the wave flow. The different magnetic field

evolution processes occurring in the regimes with |U | > |cph|, |U | < |cph| and the inter-

mediate case when |U | ∼ |cph| are discussed. The existence of these regimes will have

important implications for diagnosing the likely effects of wave flows near to the core

surface on radial magnetic fields.

Case when |U | > |cph|: Slowly drifting wave flows

When the wave flow is faster than the drift speed (|U | > |cph|) propagating concentrations

of magnetic field are generated as illustrated in figure 8.2. When the flow within the

wave is very much faster than the drift speed then to a first approximation the flow can
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be considered as stationary and the situation in the drifting and non-drifting reference

frames are almost identical. As observed in figure 8.2a,b, magnetic field concentrations

become increasingly sharp and develop at the positions of flow convergence (which are

associated with flow downwellings in an incompressible flow), where kx = (2n+1)π and

n is any integer. At positions of flow divergence (associated with flow upwellings) where

kx = 2nπ, the magnetic field is found to decrease in amplitude. In future discussions

this pattern of field evolution will be referred to as the concentration regime.

(a) U=1, cph=11 × 10−10, non-drifting (b) U=1, cph=11 × 10−10, drifting
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(c) U=1, cph=0.5, non-drifting (d) U=1, cph=0.5, drifting
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Figure 8.2: Solution for evolution of B in the 1D problem, when |U | > |cph|.
Time-distance plots showing the evolution of the magnetic field (displayed as contours
of log B

B0
so orange colours represent field amplification and blue colours represent field

weakening) when U=1, cph = 1 × 10−10 in (a) and when U=1, cph = 0.5 in (c) with the
situation in the frame of reference drifting with the flow pattern displayed in (b) and (d).
The solid black line tracks the position the of the neutral point of flow convergence in
the non-drifting frame. The unit of distance is x0 = 1

k while the unit of time is t0 = 1
ω .

Mathematically, when U
cph

>> 1 then ψ ∼ x, Γ1 ∼ U , A ∼ −cph

2U tan(kx2 ) and ζ ∼
tan(kx2 )e−kUt so that the expression for B simplifies to,

B(x, t) =
2B0

sin(kx)

tan(kx2 ) e−Ukt

1 + tan2(kx2 ) e−2Ukt
=

B0e
−Ukt

cos2(kx2 ) + sin2(kx2 )e−2Ukt
. (8.50)

The solution in this limit was first obtained by Parker (1963) in his model of solar
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super-granulation being caused by kinematic concentration of vertical magnetic fields by

downwelling flow. That Parker’s solution is consistent with equation (8.48) is a useful

check on its validity. By examining the form taken by the solution in equation (8.50)

along the positions of flow convergence and divergence, further insight may be gained:

(i) Following points of flow divergence and upwelling where kx = 2nπ

Because cos2(nπ) = 1 and sin2(nπ) = 0, equation 8.50 simplifies to

B(
2nπ

k
, t) = B0e

−Ukt. (8.51)

The frozen-flux theorem (see Davidson (2001) or Moffatt (1978)) suggests that mag-

netic field lines will be continuously pulled away from locations of flow divergence and

upwelling, providing a physical justification for this field decay.

(ii) Following points of flow convergence and downwelling where kx = (2n+ 1)π

Because cos2((2n+ 1)π) = 0 and sin2((2n+ 1)π) = 1, equation 8.50 simplifies to

B(
2nπ

k
, t) = B0e

Ukt. (8.52)

Exponential growth can also be understood physically because at these locations of flow

downwelling and convergence, the frozen-flux theorem implies that magnetic field lines

will be pulled together, becoming increasingly concentrated.

In figure 8.2c,d where U is only slightly greater than cph, magnetic field concentrations

again develop close to positions of flow convergence (downwellings) and move with the

same speed and in the same direction as those locations of convergence. However the

field concentrations no longer occur on top of the positions of flow convergence in the

non-drifting frame, but lag slightly behind. This unintuitive phenomenon is most easily

understood by considering the case shown in figure 8.3 where the maximum magnitude

of the flow and the flow drift speed are equal (|cph| = |U |).

Case when |U | = |cph|

When |U | = |cph| the position of magnetic field concentration lags behind the position

of flow convergence in the non-drifting frame by 1/4 of the flow wavelength. This turns

out to be the location of the neutral point of flow convergence in the drifting reference

frame, where kψ= (2n + 1
2)π. The reason for this requires a moment’s consideration.

The wave flow in the non-drifting frame is U sin(kx − ωt) and is drifting at a phase

speed cph = ω
k . Moving to a frame of reference travelling at this speed where the new

position co-ordinate is ψ = x − cpht, the flow becomes U sin kψ − cph. It is crucial to

understand that this is not the same as U sin kψ which would be a simple stationary

wave flow. Moving to the new reference frame involves not just changing the drift speed

of the wave flow, but also the addition of a new velocity component (equal in magnitude
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(a) U=1, cph=1, non-drifting (b) U=1, cph=1, drifting
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Figure 8.3: Solutions for B in the 1D problem, when |U | = |cph|.
Time-distance plots showing the evolution of the magnetic field (displayed as contours
of log B

B0
so orange colours represent field amplification and blue colours represent field

weakening) when U=1, cph=1 in (a) and with the results in a frame of reference drifting
with the flow pattern displayed in (b). The solid black line marks the motion of the
centre of flow convergence in the non-drifting frame. The unit of distance is x0 = 1

k
while the unit of time is t0 = 1

ω .

and opposite in direction to the motion of the new frame relative to the original frame)

to all the fluid parcels in the flow. In the drifting reference frame this means that the

positions of flow convergence and divergence are shifted to the zeros of U sin kψ − cph

rather than the zeros of U sin kψ, so when |U | = |cph|, field concentrations are found at

kψ=(2n + 1
2)π rather than at kψ=(2n+ 1)π.

In the non-drifting frame there is therefore a continual competition between the ability of

the convergent flow to concentrate magnetic field lines and the effects of the movement

of the position of flow convergence. As shown in figure 8.3b, in the reference frame

drifting with the phase speed of the flow, this becomes a competition between field

advection by the wave flow (U sinkψ) and by the Galilean correction flow (−cph). After

a transient interval, magnetic field concentrations become localised at the neutral point

of flow convergence in the drifting reference frame, where field advection by the wave

flow and by the Galilean correction flow are in balance.

Case when |U | < |cph|: Fast drifting wave flows

The remaining case when |U | < |cph| is documented in figure 8.4 where (a) and (b) show

the case when U is only slightly less than cph and (c) and (d) show what happens when U

is almost negligible compared to cph. The space-time evolution of the field morphology

in the two cases is similar, but the amplitude of the induced field concentrations are

very different. In both cases the changes in field amplitude are much smaller than when

|U | ≥ |cph|; for U = cph/2 field amplitudes less than 3 times greater and smaller than
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the original field are produced, while when U = cph/10
10 changes in field amplitude are

more than 60000 smaller than original field. The amplitude of field changes thus depends

rather strongly on the ratio cph/U .

(a) U=0.5, cph=1, non-drifting (b) U=0.5, cph=1, drifting
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(c) U=1 × 10−10, cph=1, non-drifting (d) U=1 × 10−10 cph=1, drifting
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Figure 8.4: Solutions for B in the 1D problem, when |U | < |cph|.
Time-distance plots showing the evolution of the magnetic field (displayed as contours
of log B

B0
so orange colours represent field amplification and blue colours represent field

weakening) when U=0.5, cph=1 in (a) and when U = 1 × 10−10, cph = 1 in (c) with the
results in a frame of reference drifting with the flow pattern displayed in (b) and (d). The
solid black line marks the motion of the centre of flow convergence in the non-drifting
frame. The unit of distance is x0 = 1

k while the unit of time is t0 = 1
ω .

The most striking aspect of the field evolution in this case is the cyclic changes in the

amplitude of field concentrations. These changes in amplitude will be referred to as

pulsations in future discussions. One pulsation cycle begins with the initially uniform

field developing into increasingly intense field concentrations separated by patches of

increasingly weak field. The field concentrations eventually reach a maximum amplitude

(and the weak field patches reaches their smallest amplitude), before the field amplitudes

begin to return toward their original values. Eventually the field returns back to its

original uniform morphology and the cycle starts over again. Since there is no dissipation

in this model the pulsating behaviour repeats perfectly and indefinitely. The time taken
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for one cycle of this oscillation is T = 2π
ω = 2πk

cph
(the time taken for the Galilean correction

flow to cover 1 wavelength of the flow pattern) which in the examples shown with k=1

and cph=1 leads to a period of 2π. In the drifting reference frame, the position where the

field maxima are found is the same as where field concentration were observed when U =

cph. The position where the weakest field develops similarly occurs where increasingly

weak field was found when U = cph. In the non-drifting frame this causes locations of

oscillatory field highs and lows that move with the speed cph of the wave flow pattern.

The reason for the pulsation phenomenon can be understood by considering locations

of flow convergence in the drifting reference frame. In this frame the combined wave

flow plus the Galilean correction flow (U sin kψ − cph <) is always less than zero, so no

neutral points can exist. There is thus no location where the wave flow can balance the

Galilean correction flow, so field lines are continuously advected across the wave flow

pattern rather than ever becoming stuck at a fixed location in the drifting reference

frame. The magnetic field is therefore continuously advected by the Galilean flow across

the wave flow pattern and experiences consecutively intervals of concentration (when

at positions where the wave flow opposes the Galilean flow) and weakening (when at

positions where the wave flow helps the Galilean flow). The periodic pulsation of field

amplitude is therefore a consequence of the spatially periodic nature of the wave flow

and the advection of magnetic field patterns across it, with the period of the oscillations

being 2π
k /cph.

The form of the pulsation is simplest when |U | << |cph|, as seen in figure 8.4c, d with

field maxima and minima occurring simultaneously, having the same spatial extent, and

temporally bisecting the intervals when uniform field is observed. When U is comparable

but less than cph (as in figure 8.4a, b) the situation is rather more complicated, with the

field concentrations being of smaller size than regions of weak field, and the temporal pe-

riodicity being longer than the T = 2π expected from simple physical reasoning presented

above in the case when |cph| >> |U |. The maxima of field concentration and minima of

field weakening no longer occur simultaneously with the maxima occurring slightly after

the minima. However, even in this case the fundamental pulsation behaviour remains.

The existence of the concentrating and pulsating regimes in this problem does not appear

to have been discussed before. It has important consequences concerning whether wave

flows are a viable mechanism for producing the spatially coherent, azimuthally moving

patterns in Br that were observed in geomagnetic field models in chapter 3. Before

considering more realistic models of this situation, in the next section an attempt is

made to understand the amplitude magnetic field concentrations that might be obtained

at positions of flow convergence in a wave flow.
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8.2.5 Steady state balance between advection and diffusion

When flow within the wave is much faster than the drift speed of the wave pattern

(|U | >> |cph|), the solutions from the previous section are unrealistic in the long time

limit because magnetic field gradients become so large that magnetic diffusion can no

longer be neglected. In this scenario, eventually a steady state balance between advection

and diffusion of magnetic field lines will arise, as discussed by Moffatt (1978) and in

connection with the scenario at Earth’s core surface by Gubbins and Kelly (1996).

In this section, horizontal magnetic diffusion is re-introduced to the model equations in

the limit when the wave flow is effectively stationary (|U | >> |cph|)1. The solution to

this problem when advection and diffusion of magnetic field are in balance provides a

useful estimate of the maximum magnetic field amplitude that can be achieved given

a particular choice of wave flow and magnetic diffusivity. The analysis in this section

closely follows that of Clark (1965) who studied a similar problem when attempting to

model solar super granulation.

Assuming |U | >> |cph|, ux ∼ U sin kx and including horizontal magnetic diffusion η the

magnetic induction equation governing field evolution is

∂B

∂t
+ U sin kx

∂B

∂x
+ Uk cos kxB = η

(
∂2B

∂x2
+
∂2B

∂z2

)
. (8.53)

To find the steady state amplitude of the magnetic field, two assumptions are made that

considerably simplify the analysis:

(i) Steady state assumption ( ∂B∂t = 0): A balance between advection and diffusion of

magnetic field is assumed: this is reasonable once sufficiently large gradients of magnetic

field have been established.

(ii) Horizontal magnetic diffusion dominates vertical magnetic diffusion: This requires

that diffusion of vertical magnetic field B due to field gradients in the ẑ direction is

negligible in comparison to diffusion of magnetic field due to gradients of the magnetic

field in the x̂ direction.

If one accepts these assumptions, the governing equation simplifies to (Clark, 1965)

U sin kx
dB

dx
+ (Uk cos kx)B = η

d2B

dx2
. (8.54)

Since this involves only x derivatives and is exact, it can be rewritten in the form

d

dx

(
dB

dx
− U

η
sin kxB

)
= 0. (8.55)

1When |U | < |cph| no steady state can be reached because the field constantly pulsates in amplitude, so
no advection-diffusion balance is likely to be reached and this scenario is not studied. When |U | > |cph|
but of similar order of magnitude an advection-diffusion balance is likely to arise, but the physical
mechanism of flow convergence causing field concentration balanced by advection then occurs in the
drifting reference frame so the results of the present analysis should again be applicable.
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Integrating with respect to x

∂B

∂x
− U

η
sin kxB = C1. (8.56)

The advection-diffusion balance is therefore described by a 1st order ordinary differential

equation. The arbitrary constant C1 will be zero if when x=0, dB
dx = 0 also2. If this is

the case then
∂B

∂x
=
U

η
sin kxB. (8.57)

Separating the variables ∫
dB

B
=

∫
U

η
sin kx dx, (8.58)

and then integrating

lnB = − U

kη
cos kx+ C2, (8.59)

so that

B(x, t)t→∞ = C2e
− U

kη
cos kx

. (8.60)

To determine the amplitude of this steady state magnetic field, the constant C2 must be

evaluated and the initial and steady state field strengths must be linked. This can be

achieved following the approach adopted by Clark (1965) and considering the integrated

magnetic field over one wavelength of the wave flow

d

dt

π
k∫

−π
k

B(x, t) dx. (8.61)

Since the velocity field u is periodic in x (wavelength 2π
k ), if the initial field B0 is uniform,

then the steady state field B and its derivatives with respect to x
(
∂B
∂x and ∂2B

∂x2

)
will

also always be periodic with the same period as u and will integrate to zero over the

interval (−πk ,
π
k ). Therefore, returning to the time dependent induction equation

∂B

∂t
+ U sinkx

∂B

∂x
+ Uk cos kxB = η

∂2B

∂x2
, (8.62)

and integrating from x = −π
k to x = π

k leaves

d

dt

π
k∫

−π
k

B(x, t)dx = 0. (8.63)

Physically this says that the amount vertical magnetic flux within one wavelength of

the stationary wave pattern is conserved. This property then allows the flux within a

2This cannot be rigorously established at this point. The analysis, however, proceeds on the assump-
tion that C1=0 and the assumption is justified a posteriori by the fact that the steady state solution
found for B does indeed have this form.
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wavelength of the flow in the steady state to be related to the flux within that wavelength

of the flow initially when the magnetic field is assumed to be uniform

π
k∫

−π
k

C2 e
− U

kη
cos kx

dx =

π
k∫

−π
k

B0 dx, (8.64)

or

C2

π
k∫

−π
k

e
− U

kη
cos kx

dx =
2πB0

k
. (8.65)

But using a standard integral for a zeroth order modified Bessel function (Abramowitz

and Stegun, 1964)
π
k∫

−π
k

e
− U

kη
cos kx

dx = 2πI0

(
U

kη

)
, (8.66)

where I0 is a zeroth order modified Bessel Function, so that

C2 =
B0

I0(
U
kη )

. (8.67)

Substituting back into equation (8.60) the steady state magnetic field profile is obtained

B(x, t)t→∞ =
B0

I0(
U
kη )

e−
U
kη

cos kx. (8.68)

This result was first stated by Clark (1965). The non-dimensional parameter governing

the amplitude of steady state magnetic field is a version of the magnetic Reynolds number

of the wave flow that was defined by Clark (1965) and is here referred to as Rcl
m

Rclm =
U

kη
, (8.69)

where 2π
k is the wavelength of the flow. The factor by which the initial magnetic field

can be concentrated by is therefore eRcl
m

I0(Rcl
m)

. Smaller scale, more intense magnetic field

concentrations will be produced when the amplitude of the wave flow U is stronger, the

length scale of the drifting wave flow 2π
k is larger and when the magnetic diffusivity η

is smaller. In the limit of large Rcl
m, I0(R

cl
m) → (2πRclm)1/2eR

cl
m so the maximum field

amplitude will be ∼ B0(2πR
cl
m)1/2. In figure 8.5, equation (8.68) is plotted for a range

of Rclm to illustrate the concentration achieved in this simple 1D model.

Applying the results of this model to estimate the amplitude of field concentrations

produced by wave flows acting on Br at Earth’s core surface is difficult because the

geometry there is 2D not 1D. Clark (1965) addressed this by analysing a 2D axisym-

metric flow finding that for large Rcl
m in 2D the maximum field approached B0 (Rclm)1/2

rather than the 1D result of B0 (2πRclm)1/2. The factor (2π)1/2 means that the maximum

concentration estimates obtained using the 1D model will be ∼ 3 times too large.
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Figure 8.5: 1D advection-diffusion balance: Amplitude as a function of Rcl
m.

Concentration of an initially uniform magnetic field, by a wave flow assuming a 1D
advection-diffusion balance for Rcl

m=1, 5, 10, 20, 30, 40, 50. An estimate of the concen-
trations expected in a 2D geometry can be obtained by dividing the field amplitude by
a factor of ∼ 3.

Magnetic field features with amplitude at least 10 times that of the surrounding field

have been inferred at the core surface (Jackson, 2003) from observations of the geo-

magnetic field and using maximum entropy regularisation methods that do not penalise

large amplitudes. In the present model, taking into account 2D geometry this suggests
1
3

eRcl
m

I0(Rcl
m)

> 10. When Rclm=150, 1
3

eRcl
m

I0(Rcl
m)

= 10.2, so Rm > 150 seems to be the lower limit

required by the observations. The observed features are of length scale ∼ 1800 × 103m,

so with magnetic diffusivity ∼ 1m2s−1 Rclm > 150 implies only rather low wave flow

amplitudes U > 3 kmyr−1 are required to produce field features with the observed con-

centration.

The shape and spatial extent of field concentrations produced as a result of a 1D

advection-diffusion balance can be obtained by linearising the solution in equation (8.68)

around xmax = (2n+1)π
k . If δ represents a small displacement in x̂ away from xmax then

cos kx = cos(kxmax + kδ) = cos kxmax cos kδ − sin kxmax sin kδ, (8.70)

But xmax = (2n+1)π
k so then sin kxmax = 0 and cos kxmax = −1 and

cos kx = − cos kδ. (8.71)

Since δ is a small departure from xmax a reasonable first approximation is that

cos kδ = (1 − k2δ2

2
), (8.72)

and the expression for B close to xmax is

B = B0(x, 0)e
U
kη e

−Ukδ2

2η . (8.73)

Recognising that B0(x, 0)e
U
kη is the maximum concentration reached by the field, and

labelling it as Bmax, equation (8.73) becomes

B = Bmaxe
−Ukδ2

2η . (8.74)
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Close to the maximum flux density at the position of flow convergence in a 1D advection-

diffusion balance, the field profile will therefore be Gaussian, as previously noted through

different analysis by Moffatt (1978) and Bloxham (1985). One might examine field

concentrations at the core surface to determine whether they conformed to this profile,

though it would also be necessary to take into account changes in morphology introduced

by the regularisation applied during field modelling to eliminate contamination by crustal

fields (see §8.3.6).

8.3 2D wave flow acting on a radial magnetic field at a spherical surface

The 1D model developed in the previous section has provided understanding of the

physical mechanisms by which propagating wave flows can produce propagating concen-

trations of magnetic field. The geometry of this model is, however, very different from

the scenario motivating this study: that at Earth’s core surface. In the present section, a

more complicated kinematic model in a spherical geometry that also includes horizontal

magnetic diffusion is developed and solutions found numerically.

8.3.1 2D model equations and imposed flow

The magnetic induction equation is again used to determine the magnetic field evolution

in this section. In spherical geometry at a rigid, insulating, boundary the radial com-

ponent of the induction equation can be written following Gubbins and Bloxham (1985)

as
∂Br
∂t

+ ∇H · (uBr) = η

(
∂2Br
∂r2

+
4

r

∂Br
∂r

+
2Br
r2

+
∆Br
r2

)
, (8.75)

where Br is the radial component of the magnetic field at the core surface, u is the

velocity field on the surface, ∇H = ∇− ∂
∂r r̂ denotes the horizontal gradient, ∆ denotes

the angular part of r2∇2 and η is as before the magnetic diffusivity.

The following analysis proceeds on the assumption that the last two terms in equation

(8.75) are the dominant magnetic diffusion terms because it is difficult to evaluate the

other diffusion terms involving the radial derivatives from knowledge of only Br at the

core surface. This assumption will underestimate magnetic diffusion particularly if there

are strong radial gradients of the Br near the core surface, but has previously been em-

ployed by other authors Olson et al. (2002). The equation that will be solved numerically

in this section is then

∂Br
∂t

+ ∇H · (uBr) =
η

r2
(2Br + ∆Br) . (8.76)

The imposed flows are chosen to have the same 2D spatial structure as simple, but

dynamically plausible, wave flows close to the outer boundary in a rotating fluid sphere.

Snapshots showing the morphology of the flows studied are presented in figure 8.6. These
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(a) m=8, ES, Zhang’00 inertial wave flow at outer spherical boundary

(b) m=8, EA, Zhang’00 inertial wave flow at outer spherical boundary

Figure 8.6: 2D wave flows on a spherical surface at an impenetrable boundary.
Snapshots of (a) Equatorially symmetric (ES) and (b) Equatorially antisymmetric (EA)
wave flows from Zhang et al. (2000) with Nzhang = 1, m=1, at the spherical outer
boundary and with flow amplitude normalised to a maximum value of 1. Arrows show
direction of the flow on the surface, with the size of the arrow proportional to the
amplitude of the flow. Coloured contours show flow divergence, orange colours represent
positive divergence, associated with upwelling, blue colours represent flow convergence
associated with downwelling.
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wave flows have a spatial structure3 Uzhang(θ, φ) that is the 2D structure at the outer

boundary of the inertial wave4 solutions in a sphere derived by Zhang et al. (2000))

The flow amplitude U , linear phase (drift) speed at the equator cph = ωc
m and azimuthal

wavenumber m are taken to be free parameters with 2π
ω the wave period, c the radius

of the spherical surface and m the azimuthal wavenumber. Mathematically, the flow

therefore has the form

u = U [Uzhang(θ, φ) sin(mφ− ωt)] . (8.77)

Two different classes of Uzhang are considered: equatorially symmetric ES flows (as de-

fined in equations (2.15) and (4.1) of Zhang et al. (2000)) and equatorially antisymmetric

EA flows (as defined by equations (2.16) and (4.6) of Zhang et al. (2000)). Only modes

with the simplest structure along the rotation axis (i.e. with Nzhang=1 where Nzhang is

Zhang’s N : a parameter determining the complexity of the solution in the direction par-

allel to the rotation axis). The azimuthal wavenumber was chosen to be m=8, matching

that inferred from high resolution images of the core surface derived from satellite data

(Jackson, 2003).

The Zhang inertial wave flows correctly capture the generic pattern of propagating re-

gions of flow convergence (downwelling) and divergence (upwelling) associated with more

complex thermally-driven hydromagnetic waves such as those studied in chapter 7, but

are simpler to study because of their analytic form. Treating U as a free parameter can

be justified because the amplitude U cannot be determined using the linear analytical

approach of Zhang et al. (2000), because no dissipation or nonlinear energy transfer and

saturation mechanisms are taken into account. Treating cph as a free parameter can be

justified because following Malkus (1967) (see §6.5.2) and taking the inertial waves to be

solutions of the hydromagnetic wave problem, the wave frequency and hence phase speed

cph depend on the toroidal field strength inside Earth’s core whose strength is not well

constrained (Hide and Roberts, 1979). Studying the influence on Br of wave flows of the

form equation (8.77) while varying U and cph therefore allows a systematic investigation

of the kinematic effects of hydromagnetic wave flows at the core surface.

8.3.2 Numerical solution of 2D wave flow model

To determine the evolution of a prescribed initial Br produced by the wave flow defined

in equation (8.77), equation (8.76) is numerically integrated (time-stepped) on a surface

where r=c, with c=3485 km and the magnetic diffusivity η=1 m2 s−1(=31.536 km2 yr−1)

3Uzhang(θ, φ) is normalised so that the maximum flow velocity within the wave on the surface has

magnitude 1 kmyr−1.
4Although the solutions found by Zhang et al. (2000) were for inertial waves in a sphere, as described

in §6.5.2, Malkus (1967) showed that such modes are also hydromagnetic wave solutions if the imposed

magnetic field is of the form B = B0r sin θ bφ, with only the wave frequencies (and hence cph) modified
in a manner depending on B0 (see equation (6.45)).
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to aid comparison with the situation at Earth’s core surface. Br and its time derivative

are expanded in real, Schmidt quasi-normalised, spherical harmonic series. These involve

utilising associated Legendre polynomials of degree l and order m (Pm
l ), truncated at

degree L and Lsv respectively (for an explanation of the properties of spherical harmonics,

see Backus et al. (1996))

∂Br(θ, φ)

∂t
=

l=Lsv∑

l=1

m=l∑

m=0

(l + 1)
(a
c

)l+2
(γmcl cosmφ+ γmsl sinmφ)Pml (cos θ)

=

i=Lsv(Lsv+2)∑

i=1

(l + 1)
(a
c

)l+2
γiYi(θ, φ), (8.78)

Br(θ, φ) =

l=L∑

l=1

m=l∑

m=0

(l + 1)
(a
c

)l+2
(bmcl cosmφ+ bmsl sinmφ)Pml (cos θ)

=

j=L(L+2)∑

j=1

(l + 1)
(a
c

)l+2
biYi(θ, φ), (8.79)

where

2π∫

0

π∫

0

Pml (cos θ)Pm
′

l′
(cos θ)

{
cosmφ cosm

′
φ

sinmφ sinm
′
φ

}
sin θdθdφ =

{
4π

2l+1
if l=l′ ,m=m

′

0 otherwise

}
. (8.80)

The notation involving the subscripts i and j (for γi or bj) is convenient for representing

numerical manipulations. These indices run sequentially over the Lsv(Lsv + 2) and

L(L+ 2) model parameters in the expansions of ∂Br
∂t and Br, incorporating both cosine

coefficients (bmcl and γmcl ) and sine coefficients (bmsl and γmsl ). The notation Yi(θ, φ) is

sensible because each i is associated with unique values of m, l and with either cos or

sin, and therefore with a particular spherical harmonic coefficient.

The velocity field is expressed in terms of poloidal and toroidal scalars on a spherical

surface5. The toroidal scalar T and the poloidal scalar on a surface S are related to the

velocity field through the expression (Jackson, 1997)

u(θ, φ) = uT + uP = ∇× (Tr) + ∇H(rS). (8.81)

The toroidal and poloidal scalars are then each expanded in terms of spherical harmonics,

again using Schmidt quasi-normalised spherical harmonics, and truncated at degree Lu

so that

T (θ, φ) =
l=Lu∑

l=1

m=l∑

m=0

(uTmcl cosmφ+ uTmsl sinmφ)Pml (cos θ)

=

k=Lu(Lu+2)∑

k=1

ukYk(θ, φ), (8.82)

5See chapter 7 for a general discussion of this representation and Bloxham and Jackson (1991) for its
use with a surface vector field; the implementation used here is that described in Jackson et al. (1993)
and Jackson (1997).
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S(θ, φ) =

l=Lu∑

l=1

m=l∑

m=0

(uSmcl cosmφ+ uSmsl sinmφ)Pml (cos θ)

=

k=2Lu(Lu+2)∑

k=Lu(Lu+2)+1

ukYk(θ, φ). (8.83)

The arrays of flow coefficients used in the numerical manipulations (labelled by the

index k) comes in two parts; the first half of the array specifies the toroidal scalar T

and the second half defines the poloidal scalar S. Note that because the wave flow is

time dependent, the coefficients uk are time dependent and must be recomputed at each

time-step.

Substituting from equation (8.83) and equation (8.82) into equation (8.81), then from

equations (8.81), (8.78) and (8.79) into equation (8.76) leads to the following expression

for the secular variation model parameters γi

γi =
∑

j,k

Aijkbjuk −
η(2 − l(l + 1))

c2
bi, (8.84)

where Aijk is a matrix defining the secular variation for the spherical harmonic coeffi-

cient γi generated by a unit of the flow component uk acting on a unit of the spherical

harmonic of the magnetic field bj . Aijk is related to the matrix A(b) described by

Jackson (1997) through the relation A(b)ik =
∑

j Aijkbj and is calculated using the effi-

cient vector spherical transform method of Lloyd and Gubbins (1990), modified to treat

Schmidt quasi-normalised spherical harmonics, as implemented by Jackson et al. (1993)

and Jackson (1997).

Discretising time into intervals (...q−1, q, q+1, ...) separated by equal steps of size δq, the

system can be numerically integrated forward to determine the evolution of the field using

knowledge of the field and flow at previous time-steps. A mixed implicit-explicit time

stepping scheme was implemented, with the advection term treated explicitly using a

second order Adams-Bashforth technique and the diffusion term treated implicitly using

a second order Crank-Nicolson technique (see Fornberg (1998) p.204-206 for a detailed

description of these methods), resulting in the time-stepping algorithm

bq+1
i =

[
1

δq
− η(2 − l(l + 1))

2c2

]−1 [ 1

δq
+
η(2 − l(l + 1))

2c2

]
bqi

+
3

2


∑

j

∑

k

Aijku
q
kb
q
j


− 1

2


∑

j

∑

k

Aijku
q−1
k bq−1

j


 . (8.85)

The first term is the implicit Crank-Nicholson treatment of diffusion and the second term

is the explicit Adams-Bashforth treatment of advection. Since the Adams-Bashforth

scheme requires knowledge of the magnetic field at two previous time-steps it cannot be

used for the first two time steps. A simple Euler method (again consult Fornberg (1998)

for further details) was therefore used for the first two time-steps which were made shorter
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than the other time-steps to limit the inaccuracies introduced by this crude approach.

The size of time-step was chosen to always be much smaller than the length scale of the

flow (2πc
m ) divided by the fastest speed of information transport in the system (the larger

of U and cph). The scheme was successfully benchmarked by considering the limiting

cases of (i) pure diffusion of a m=4, l=4 field with no flow present, (ii) a simple, steady

solid body flow acting on a simple l=2, m=2 (cos term only non-zero) initial field.

Trials showed that this numerical method permitted accurate time-stepping of the induc-

tion equation on a spherical surface, but it was rather slow and resolution was limited

as the approach was very memory intensive. The source of inefficiency was that the

velocity field uq changes at each time step, so the
∑

kAijkuk had to be recomputed at

each step. Also holding the large array Aijk in memory limited the truncation of Br that

could be studied and hence the resolution of the solutions. Fortunately it proved possible

to circumvent both these problems by making use of the constant propagation speed of

the simple wave flows being investigated. By moving to a reference frame moving at

the same speed as the phase speed of the wave flow (and carrying out the appropri-

ate Galilean correction to the velocity), the wave flow in this reference frame becomes

steady. Therefore
∑

k Aijkuk is constant and need only be computed once at the start

of the calculation, reducing the amount of memory required and greatly speeding up the

calculations. The evolution of Br in the results reported was therefore determined in a

reference frame moving at phase speed of the wave flow.

The evolution of Br in the stationary (mantle) reference frame was determined by coordi-

nate transformations similar to those previously described by Holme and Whaler (2001).

For a wave flow pattern drifting azimuthally at a constant angular rate Υ̇ =
cph(θ=90◦)

c ,

then the accumulated drift angle Υ can be defined after time t to be

Υ = Υ̇t =
ω

m
t, (8.86)

so for example, after a wave period (t = 2π
ω ), the accumulated drift is Υ = 2π

m . The

longitude coordinate in the original frame φ is then related to the longitude coordinate

in the drifting reference frame φ′ by

φ′ = φ− Υ. (8.87)

The transformation of the velocity field in spherical polar co-ordinates to the drifting

frame is then

u′(θ, φ′) = u(θ, φ, t) − cph sin θ φ̂ (8.88)

where φ̂ is a unit vector in the eastward direction on the spherical surface. The transfor-

mations from the spherical harmonic representation of the magnetic field in the drifting

frame to the spherical harmonics representation in stationary frame can be determined

taking combinations of the expressions in equation (7) of Holme and Whaler (2001) (who

use ψ rather than Υ to denote accumulated drift rate). Denoting real spherical harmonic
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coefficients in the stationary frame by (bmcl , bmsl ) and those in the drifting frame by (bmcl
′,

bmsl
′) the required expressions are

bmcl = bmcl
′ cosmΥ − bmsl

′ sinmΥ, (8.89)

bmsl = bmcl
′ sinmΥ + bmsl

′ cosmΥ. (8.90)

The method of time-stepping in the drifting frame and then transforming back to the

stationary frame was benchmarked against the original method of time-stepping in the

stationary frame: the results in each case were found to agree very well, allowing confi-

dence in the drifting reference frame methods which was, as expected, several of orders

of magnitude faster and had smaller memory requirements.

The choice of the truncation level L of the spherical harmonic representations of the

magnetic field and secular variation in both the stationary and drifting frame methods

were limited by the memory capacity of the available computers and by the desire to

produce accurately converged solutions within a sensible time period6. Typically, except

for a few high resolution runs carried out when the chosen flows were particularly intense,

truncation at spherical harmonic degree L=Lsv =40 was found to be sufficient to capture

the evolution of the field over the range of parameter space explored.

Trials showed that when the flow possesses regions of strong convergence, the magnetic

field eventually tends to become very localised and intense (as was earlier suggested

the 1D model) in the absence of magnetic diffusion. It was therefore both numerically

necessary and more physically realistic to include some magnetic diffusion (specifically,

the terms η
r2

(2Br + ∆Br) that could be determined from knowledge of the field at the

surface) at the level expected in Earth’s core (η=1m2s−1). All results reported have been

computed with this level of limited magnetic diffusion.

8.3.3 A parameter survey of results from the 2D wave flow model

Results reported in this section concern the action of the m=8 wave flows displayed in

figure 8.6. The primary aims of this parameter survey were to determine whether the

findings of the 1D model that different regimes of field evolution behaviour are possible

depending on the relative amplitudes of cph and U carry over to a more Earth-like

geometry and to to understand the influence of different equatorial flow symmetries on

magnetic field evolution styles.

The simplest possible initial Br approximating the scenario at Earth’s core surface (an

axial dipole7, of amplitude -0.3×105nT) was chosen and its evolution calculated for a

6convergence was checked by examining the power spectra of the final magnetic field; if this decayed
by several orders of magnitude prior to reaching the maximum spherical harmonic degree the solution
was considered to be well converged.

7The axial dipole is actually a rather special case because azimuthal flows do not generate any secular
variation when they act on it. To ensure that the results reported are not atypical, simple fields with
m >0 are investigated in later.
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suite of flow parameters with U varying between 0.01 kmyr−1 and 10 kmyr−1 and with

cph varying between 0.01 kmyr−1 and 100 kmyr−1). Both equatorially symmetric (ES)

and antisymmetric (EA) flows were investigated for each choice of (U , cph) . The results

were classified in terms of the regimes identified in the 1D model (either concentrating,

pulsating or an intermediate regime called transition), by examining the time series

for the evolution of the magnetic energy on the spherical surface. The results of the

parameter survey are presented in figure 8.7.
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Concentration (m=8, sym flow)
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Figure 8.7: Action of 2D wave flow on a axial dipole initial magnetic field.
Classification of the result of an m=8 wave flow from Zhang et al. (2000) acting at
the outer boundary of a spherical container on an initially dipolar magnetic field, with
limited magnetic diffusion present. cph was varied from 0.01 kmyr−1 to 100 kmyr−1

and U from 0.01 kmyr−1 to 10 kmyr−1. Crosses represent the action of the EA wave
flows, circles represent ES wave flows. Red represents concentration of magnetic field
into drifting field maxima and minima; blue represents pulsation of amplitude of drifting
field concentrations; green represents a transition between these two regimes with very
slow pulsation of drifting field concentrations. The dashed line represents the boundary
between the concentrating and pulsating regimes predicted to arise at |cph| = |U | from a
1D analytic model which neglects diffusion. All speeds shown are measured in units of
kmyr−1.

The spherical geometry, different equatorial symmetries of the flows and the presence of

magnetic diffusion makes little difference to the qualitative character of the magnetic field

evolution, which matched the predictions of the 1D model. Drifting field concentrations

are obtained when |U | >> |cph| and pulsating, drifting field concentrations are obtained

when |U | << |cph|. In the region close to |U | = |cph| some deviation from the predicted

behaviour was observed, especially when cph was small, with more results being classified
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as simple concentration than was expected. This is probably because the field pulsations

were so long period (longer than the models were integrated for) that the associated

pulsations were not observed. When cph was small and U was larger, is was not possible

to follow the field evolution for long because field concentration was so much stronger

than the horizontal diffusion that the resolution of the models was insufficient to capture

the details of the very sharp field features formed. The major conclusion from the survey

is clear: two distinct regimes of drifting concentrating field and drifting pulsating field

are produced by the kinematic action of a wave flows on a spherical surface depending

on whether U or cph is larger.

Time series from concentration and pulsation regimes

In figure 8.8 time series for 400 years of evolution of the maximum amplitude of the

non-axial dipole radial magnetic field (BNAD
r ) are shown, in examples taken from the

two regimes identified in the parameter survey. Each row documents a particular wave

drift rate (cph), the right hand column is for ES waves, the left hand column is for EA

waves and the different lines on each plot represent different magnitudes of fluid velocity

(U) within the drifting wave.

When the drift speed is slow (cph=0.05 kmyr−1) as shown in figure 8.8a,b, continuous

growth in field amplitude is observed, with the highest amplitudes being obtained for

the largest U . The maximum field amplitudes seem to be approaching a steady state,

though this would require longer model runs for confirmation— the results shown are

still slowly growing in amplitude after 400 years. Such an approach to a steady state of

balance between field advection and horizontal diffusion in the drifting reference frame

was anticipated in the modelling of §8.2.5. To compare to the analytic model of §8.2.5,
it is worth noting that in the present model Rcl

m = Uc
mη ∼ 14U . The 1D analytical

model predicts field concentration factors in the advection-diffusion balance of e14U

I0(14U)

which translates into factors of 1.8, 2.6, 9.3, 20.9 respectively for U of 0.05, 0.1, 0.5,

1, and 5 kmyr−1. Lower field concentrations are, however, expected in 2D (by about

a factor for 3 in the high Rm limit) because the flows are not concentrating field in

such a precise, symmetrical way as in the 1D model. Furthermore, the results shown

have not yet reached the advection-diffusion balance so it may be premature to compare

them to the 1D model where this is assumed to be the case. Bearing in mind these

caveats the results shown in figure 8.8 seem compatible with the 1D analytic predictions

of advection-diffusion balance.

ES wave flows were found to be slightly more efficient at producing field concentrations

than EA flows, and flow amplitudes of 5kmyr−1 or greater were found to be required to

produce field amplitudes 2 or more times stronger than the initial dipole field strength

(i.e. for BNAD
r to exceed 1× 105nT). This is because there is more flow convergence and

divergence in the ES flow compared to the EA flows (see figure 8.6).
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(a) Max. of BNAD
r , cph=0.05, ES. (b) Max. of BNAD

r , cph=0.05, EA.
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(c) Max. of BNAD
r , cph=50, ES. (d) Max. of BNAD

r , cph=50, EA.
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Figure 8.8: Time series of evolution of maximum amplitude of BNAD
r .

Time series of the evolution of the maximum amplitude of the non axial dipole (NAD)

part of the radial magnetic field (BNAD
r ), obtained when an initial axial dipole radial

magnetic field is acted on by an the m=8 wave of the form specified in equation (8.77).
The left hand column shows the effect of ES flows, the right hand column the effect of EA

flows. The top row is for cph = 0.05km yr−1 while the bottom row is for cph = 50km yr−1

and each plot illustrates the effect of 5 different wave flows with amplitudes U=0.05,
0.1, 0.5, 1.0, 5.0 kmyr−1. Only the first 400 years of the field evolution is shown in each
case, and the field amplitudes (BNAD

r ) are plotted on a log scale.

When |U | << |cph| periodic pulsations in field amplitude were observed. One cycle of

pulsation involves field amplitude growing (at a decaying rate) towards a maximum, then

symmetrically decaying (at an increasing rate) to a low level, where there is a disconti-

nuity in the growth rate and rapid growth in field amplitude begins again. The period

of the pulsations is observed to be independent of U when U << cph, and matches the

prediction of the time taken for the Galilean correction flow (−cph) in the drifting frame

to travel one wavelength of the flow: ( 2πc
m /cph) ∼54yrs. In figure 8.8d, for U=5kmyr−1

close to the end of the time series, some deviation from simple periodic behaviour is

observed. This is probably a numerical effect rather than a physical effect and occurs

because the magnetic field produced by the strong wave flow in this case has become too
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small scale to be followed with the resolution chosen. This does not however limit the

applicability of the results reported.

8.3.4 Spatial characteristics of field evolution in the 2D wave flow model

The evolution of the morphology of Br at the core surface provides one of the few

constraints on the fluid motions inside of Earth’s outer core. In this chapter the aim is

to test the hypothesis that kinematic action of wave flows is capable of explaining some

aspects of that magnetic field evolution. In this section the patterns of evolution of Br

produced by simple wave flows are described to enable comparison with the evolution

found in geomagnetic field models as was described in chapters 3 and 4.

In figures 8.9 to 8.14 Br resulting when an initial axial dipole is acted on by m=8, ES

and EA flows for a range of choices of cph and U are presented. In each case (a) and

(b) are Br after 100 years and 300 years in the non-drifting (stationary) reference frame

(SF), where the mean azimuthal flow is zero and the wave propagates with a phase speed

cph; (c) is the velocity field in a drifting (rotating) reference frame (RF) where the wave

flow is steady but there is an azimuthal Galilean correction flow. (d) is BNAD
r (the radial

magnetic field minus its axial dipole component) in the drifting (rotating) reference frame

(RF) after 300 years. This plot can easily be compared with (c) and allows investigation

of the relative positions of field concentrations and regions of flow convergence in the

drifting (rotating) reference frame. The stationary field concentrations observed in the

drifting frame of course move azimuthally with speed cph in the original reference frame.

Concentration regime

In figure 8.9 the field evolution produced by an ES flow with cph = 0.05 kmyr−1 and

U=5 kmyr−1 (so that U/cph=100: well inside the concentrating field regime) is pre-

sented. Associated animations of Br and BNAD
r are found in A8.1 and A8.2 respectively.

As time goes on, field concentrations (of the same polarity as the initial field) are ob-

served to form and become increasingly sharp and intense at locations of flow convergence

in the drifting frame, which are almost identical to the positions of flow convergence in

the stationary frame because cph is very small. The positions of strongest convergence

(where largest arrows in the flow plot point towards each other) occur at regions of con-

verging eastward and westward flow at the equator, but because the axial dipole initial

Br is weak there, highest concentrations of Br develop at compromise latitudes close to

15 ◦N and 15◦S. Because the flow is ES and is acting on an EA initial field, there is no

distortion of the magnetic equator and Br concentrations in one hemisphere occur at the

same longitude as the concentrations in the opposite hemisphere. The whole pattern is

observed to move slowly in the stationary frame of reference while the amplitude of field

concentrations gradually increases.
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(a)Br in SF: cph=0.05, U=5, 100yrs. (b)Br in SF: cph=0.05, U=5, 300yrs.

(c)u in RF: cph=0.05,U=5 . (d)BNAD
r in RF: cph=0.05,U=5, 300yrs.

Figure 8.9: Axial dipole evolution for flow with m=8, ES, cph=0.05, U=5.
Drifting field concentrations produced from an initial axial dipole Br for a m=8, ES ,
cph=0.05 kmyr−1, U=5 kmyr−1 flow. In (a) is a contour plot of Br in units of nT after
100 yrs in a frame that is not drifting with the wave flow; (b) is the same after 300
years. (c) is a plot of the steady wave flow in a reference frame drifting (rotating) with
the phase speed cph of the wave: arrows show the flow amplitude and direction on the
spherical surface. (d) shows the non-axial dipole component of Br in the reference frame
moving along with the wave flow, after 300 years. Field concentrations occur at the
positions of flow convergence in the drifting frame. These and all subsequent snapshots
on a spherical surface in this chapter are in Mollewiede equal area map projection. The
units of the contours of Br are nT, while those for the flow vectors arekm yr−1.
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(a)Br in SF: cph=0.05, U=5, 100yrs. (b)Br in SF: cph=0.05, U=5, 300yrs.

(c)u in RF: cph=0.05,U=5 . (d)BNAD
r in RF: cph=0.05,U=5, 300yrs.

Figure 8.10: Axial dipole evolution for flow with m=8, EA, cph=0.05, U=5.
Drifting field concentrations produced from an initial axial dipole Br for a m=8, EA,
cph=0.05 kmyr−1, U=5 kmyr−1 flow. In (a) is a contour plot of Br in units of nT
after 100 yrs in a frame that is not drifting with the wave flow; (b) is the same after
300 years. (c) is a plot of the steady wave flow in a reference frame drifting (rotating)
with the phase speed of the wave: arrows show the flow amplitude and direction on the
spherical surface. (d) shows the non-axial dipole component of Br in the reference frame
moving with the wave, after 300 years. Field concentrations occur at the positions of
flow convergence in the drifting frame.
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(a)Br in SF: cph=5, U=5, 100yrs. (b)Br in SF: cph=5, U=5, 300yrs.

(c)u in RF: cph=5,U=5 . (d)BNAD
r in RF: cph=5,U=5, 300yrs.

Figure 8.11: Axial dipole evolution for flow with m=8, ES, cph=5, U=5.
Drifting field concentrations produced from an initial axial dipole Br for a m=8, ES ,
cph=5 kmyr−1, U=5 kmyr−1 flow. In (a) is a contour plot of Br in units of nT after 100
yrs in a frame that is not drifting with the wave flow; (b) is the same after 300 years. (c)
is a plot of the steady wave flow in a reference frame drifting (rotating) with the phase
speed of the wave: arrows show flow amplitude and direction on the spherical surface.
(d) shows the non-axial dipole parts of Br in the reference frame moving with the wave,
after 300 years. Field concentrations occur at the positions of flow convergence in the
drifting frame.
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(a)Br in SF: cph=5, U=5, 100yrs. (b)Br in SF: cph=5, U=5, 300yrs.

(c)u in RF: cph=5,U=5 . (d)BNAD
r in RF: cph=5,U=5, 300yrs.

Figure 8.12: Axial dipole evolution for flow with m=8, EA, cph=5, U=5.
Drifting field concentrations produced from an initial axial dipole Br for a m=8, EA,
cph=5 kmyr−1, U=5 kmyr−1 flow. In (a) is a contour plot of Br in units of nT after 100
yrs in a frame that is not drifting with the wave flow; (b) is the same after 300 years.
(c) is a plot of the steady wave flow in a reference frame drifting (rotating) with the
phase speed of the wave: arrows show the flow amplitude and direction on the spherical
surface. (d) shows the non-axial dipole component of Br in the frame rotating with the
wave, after 300 years. Field concentrations occur at the positions of flow convergence in
the drifting frame.
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(a)Br in SF: cph=50, U=5, 100yrs. (b)Br in SF: cph=50, U=5, 300yrs.

(c)u in RF: cph=50,U=5 . (d)BNAD
r in RF: cph=50,U=5, 300yrs.

Figure 8.13: Axial dipole evolution for flow with m=8, ES, cph=50, U=5.
Drifting field concentrations produced from an initial axial dipole Br for a m=8, ES ,
cph=50 kmyr−1, U=5 kmyr−1 flow. In (a) is a contour plot of Br in units of nT after
100 yrs in a frame that is not drifting with the wave flow; (b) is the same after 300 years.
(c) is a plot of the steady wave flow in a reference frame drifting (rotating) with the phase
speed of the wave: arrows show the flow amplitude and direction on the spherical surface.
(d) shows the non-axial dipole component of Br in the reference frame moving with the
wave, after 300 years. Field concentrations occur at the positions of flow convergence in
the drifting frame.
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(a)Br in SF: cph=50, U=5, 100yrs. (b)Br in SF: cph=50, U=5, 300yrs.

(c)u in RF: cph=50,U=5 . (d)BNAD
r in RF: cph=50,U=5, 300yrs.

Figure 8.14: Axial dipole evolution for flow with m=8, EA, cph=50, U=5.
Drifting field concentrations produced from an initial axial dipole Br for a m=8, EA,
cph=50 kmyr−1, U=5 kmyr−1 flow. In (a) is a contour plot of Br in units of nT after
100 yrs in a frame that is not drifting with the wave flow; (b) is the same after 300 years.
(c) is a plot of the steady wave flow in a reference frame drifting (rotating) with the
phase speed of the wave: arrows show the flow amplitude and direction on the spherical
surface. (d) shows the non-axial dipole parts of Br in the reference frame rotating with
the wave, after 300 years. Field concentrations occur at the positions of flow convergence
in the moving frame.
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Figure 8.10 documents the field evolution produced by an EA flow with the same param-

eters of cph = 0.05 kmyr−1 and U=5 kmyr−1. Animations of the evolution of Br and

BNAD
r are found in animations A7.3 and A7.4. In this case although less intense field

concentrations are obtained, the major action of the wave flow is to produce oscillations

of the magnetic equator. Field concentrations again arise at locations of flow convergence

in the rotating reference frame: here these arise where poleward flow from low latitude

meets equatorward flow from high latitudes, again near 15◦ north and south.

Transition Regime

Figures 8.11 and 8.12 along with animations A8.5 to A8.8 illustrate the properties of Br

evolution in the transition region between the concentration regime and the pulsation

regime (when cph = U= 5kmyr−1). Field morphologies in this case are similar to those

found in the concentration regime, but the amplitude of the concentrations are smaller

and have stopped growing, probably as part of some long period pulsation, by the end

of the 300 year interval studied. Field concentrations once again appear at the positions

of flow convergence in the rotating frame, but these are no longer the positions of flow

convergence in the stationary frame (they are offset by a quarter of a cycle or π
2 radians

described as previously in the 1D model). The drift in the field concentrations is observed

very clearly in the animations in the stationary frame. This is unequivocal evidence that

propagating wave flows can produce drifting magnetic field concentrations in a spherical

geometry.

Pulsating regime

Figures 8.13 and 8.14 along with animations A8.9 to A8.12 illustrate the properties of

Br evolution in the pulsating regime when cph= 50kmyr−1 and U= 5kmyr−1. For the

same strength of U clear distortion of the initial field was observed in the concentrating

regime; now only weak modulation of the initial field is seen. The perturbation to Br has

the same morphology as that found in the concentration and transition regimes, with

field concentrations occurring at locations of flow convergence in the drifting reference

frame. However, the flow in the drifting (rotating) reference frame is now dominated by

the back-flow introduced by the Galilean change of reference frame, so no neutral points

of flow exist and, in a manner similar to the 1D model, the field is advected over regions

of net convergence and divergence causing the characteristic pulsations in amplitude.

For the cases examined this pulsation manifests itself in intervals of growth of deviations

of the contours of magnetic field from the axial dipole (either ES or EA depending on

the parity of the wave flow), followed by a rapid decay back to the purely dipolar state,

followed by another interval of rapid growth as the pulsation starts again. For sufficiently

intense U (but it must be less than cph if pulsation is to occur) this regime can produce

drifting concentrations of Br that periodically pulsate in amplitude.
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Effect of initial magnetic fields with m > 0

A possible objection to generalising the findings of the previous section might be that

only the influence of the flow on an m=0, EA, axial dipole initial Br has been studied.

To deal with this objection, initial fields with m=1 and 4 were also studied for the case

when cph = U = 5 kmyr−1. The resulting Br morphology after 300 years is shown in

figure 8.15 and animations of the evolution can be found in animations A8.13 and A8.14.

(a)BINIT
r (m=1), cph=0.05, U=5. (b)BINIT

r (m=4), cph=0.05, U=5.

Figure 8.15: Evolution of initial Br with m=1, 4.
Snapshots of the Br, produced by after 300 years action by the m=8 ES wave flow with
cph=0.05 and U=5. In (a) the initial Br was an equatorial dipole field (m = 1 while in
(b) it was a l=4, m=4 (cosine term only) spherical harmonic.

The presence of anm > 0 initial field does not influence the number of strongest magnetic

field concentrations obtained: this still matches the azimuthal wavenumber m of the

wave flow. Field concentrations are coincident with the locations of the maxima of

flow convergence at the geographical equator in the drifting (rotating) reference frame.

The wavenumber of the initial field does however determine the polarity of the field

concentrations. The field concentration will always be of the same polarity as the initial

field at the location of the convergence of the flow in the drifting reference frame. When

this flow convergence position occurs at a point where the magnetic field is close to zero,

field concentrations of both polarities are obtained very close together.

8.3.5 Evolution of realistic magnetic fields produced by wave flows

Having established the influence of a wave flow on a variety of simple initial radial

magnetic fields, the next logical step is to determine the effect such a flow would have

on a more complex and realistic initial Br. The 1590 Br at the core surface from gufm1

(see appendix A for a description of this model) shown in figure 8.16a was chosen for this

purpose. Its observed evolution is illustrated by a snapshot of the field 200 years later

in 1790 in figure 8.16b. A particularly notable feature is the westward motion of the Br
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concentration starting under India that finishes under the middle of the Indian ocean. It

is the behaviour of such azimuthally drifting field features that the action of wave flows

must be able to reproduce in order to be considered as a plausible mechanisms for the

origin of azimuthal geomagnetic secular variation.

(a) 1590 (b) 1790

Figure 8.16: Br from gufm1 at core surface in 1590 and 1790.
Snapshots of Br at the core surface, from the model gufm1, in 1590 in (a) and 200 years
later in 1790 in (b).

The propagation speed cph of wave flows was chosen to match the observed westward

drift speed of field features at the core surface (17 kmyr−1)8, magnetic diffusion was

set to the expected core value of 1 m2s−1 (31.5 km2yr−1) and the 1590 initial field was

integrated forward for 200 years with both ES and EA wave flows with speeds within

the wave (U) of 1, 5, 10, 15, 17 and 20 kmyr−1. Snapshots of the resulting Br from

ES flows are presented in figure 8.17 and animations A8.15 to A8.20 and from EA flows

in figure 8.18 and animations A8.21 to A8.26 (further details of the animations can be

found in appendix F).

The ES flow is considered first. When U is 1 kmyr−1 the influence of flow convergence

is too weak to produce much observable effect on the field morphology and the resulting

pulsations are too weak to be seen, except through tiny oscillations in the amplitude

and positions of pre-existing low latitude field concentrations. When U=5 kmyr−1, the

flow is strong enough to produce observable effects, but the positions and motions of

field concentrations are still dominated by the initial field configuration. The animation

A8.16 of field evolution in this case shows both growth and drift of field concentrations,

but during the rapid decay phase of the pulsation the field returns back toward its

initial configuration, and no consistent motions of field concentrations are achieved. For

U=10 kmyr−1, the effects of field concentration and drift can be clearly seen, with

field amplitudes several times that of the initial field are produced as the field is pulled

8This is an extreme scenario designed to highlight the effects of pure wave propagation. If azimuthal
flows also contributed to the westward drift of Br features as seems likely, then lower choices for cph

could be envisaged.
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(a)Br in SF: ES with cph=17, U=1. (b)Br in SF: ES with cph=17, U=5.

(c)Br in SF: ES with cph=17, U=10. (d)Br in SF: ES with cph=17, U=15.

(e)Br in SF: ES with cph=17, U=17. (f)Br in SF: ES with cph=17, U=20.

Figure 8.17: Action of ES, m=8 flow on 1590 initial field after 200yrs.
Result of 200 years of field evolution produced by ES wave flows and weak magnetic
diffusion starting from Br at the core surface in 1590. The wave flows were chosen to
have a propagation speed of cph= 17km yr−1 to match the observed westward drift speed
and have wave amplitudes (U) of 1 kmyr−1 in (a), 5 kmyr−1 in (b), 10 kmyr−1 in (c),
15 kmyr−1 in (d), 17 kmyr−1 in (e) and 20 kmyr−1 in (f) (note the change in scale in
(e) and (f)).
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(a)Br in SF: EA with cph=17, U=1. (b)Br in SF: EA with cph=17, U=5.

(c)Br in SF: EA with cph=17, U=10. (d)Br in SF: EA with cph=17, U=15.

(e)Br in SF: EA with cph=17, U=17. (f)Br in SF: EA with cph=17, U=20.

Figure 8.18: Action of EA, m=8 flow on 1590 initial field after 200yrs.
Result of 200 years of field evolution produced by EA wave flows and magnetic diffusion
on Br at the core surface in 1590. The wave flows were chosen to have a drift speed of
cph=17 kmyr−1 to match the observed westward drift speed and have wave amplitudes
(U) of 1 kmyr−1 in (a), 5 kmyr−1 in (b), 10 kmyr−1 in (c), 15 kmyr−1 in (d), 17 kmyr−1

in (e) and 20 kmyr−1 in (f).



234 Chapter 8 — Wave flows

towards the positions of flow convergence in the drifting (rotating) reference frame.

However the field evolution is still in the pulsation regime and consistently propagating

field features are still not observed. For example, the field concentration under India is

initially intensified for the first 25 years of the wave flow action, then is observed to drift

westward at speed cph for 75 years, but once the decay phase of the pulsation begins, the

amplitude of the field perturbation decays and the field feature decays, even appearing

to return towards its initial location.

When U=15 kmyr−1 the field morphology becomes dominated by the positions of flow

convergence, rather than by the initial magnetic field configuration. The feature under

India can now be followed drifting as far as Africa, but has become much smaller scale.

The pulsation phenomena is still evident, but now seems to have a longer period. When

U=17 kmyr−1 and U=20km yr−1 the field evolution is completely dominated by the

positions of the flow convergence: clearly the simple wave flow chosen is not sufficiently

complex to capture the detailed motions of field features at a range of latitudes. For

an ES wave flow acting on the 1590 initial field the field concentrations formed are ES

suggesting they result primarily from the action of the ES wave flow on the ES part of

the 1590 field (that dominates the EA component at low latitudes). Wave flows with

large amplitudes are observed to produce field concentrations much more intense and

smaller scale than those seen in observations (though the influence of crustal filtering

has not yet been taken into account — see next section).

Moving on to consider the influence of EA wave flows on the 1590 initial field shown in

figure 8.18, the situation is similar to the ES flow case with regard to little influence on

the initial field when U is small (1 or 5 kmyr−1) while the influence of the flow again

dominates field evolution when U is greater than 15 kmyr−1. The major impact of this

flow on the field morphology is not to produce strong drifting field concentrations but to

produces oscillations in the magnetic equator which drift westward. The observed field

evolution with the EA wave flows seems qualitatively different from that observed in the

historical geomagnetic field model gufm1.

8.3.6 Impact of crustal filtering and sources of hemispherical asymmetry

Unfortunately, it is at present impossible to observe the small length scale (l < 13) details

of the radial magnetic field at the core surface using observations made at Earth’s surface

because crustal magnetic fields contaminate measurements. This contamination means

that in order to obtain converged images of the field at the core surface, regularisation

must be applied during the inversion of observations for a field model. Details of the

regularisation techniques can be found in appendix A or in Gubbins (2004). Field models

obtained from regularised inversion (using quadratic norms, as is the case for gufm1) are

therefore a smoothed image of the true core field. In order to determine whether the

field morphologies produced by the action of wave flows bear any resemblance to the
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observed field evolution, the calculated fields should be smoothed in the same manner

as is the observed field.

A taper function which mimics the effect of field regularisation can be derived from

the expression for the norm minimised on the core surface during the construction of

field models. This involves differentiating the objective function (see appendix A) with

respect to the gauss coefficients, setting the differential to zero and rearranging (For

further details see Wardinski (2005), chapter 3, page 44). For the Ohmic heating norm

minimised during the construction of gufm1 the regularised (damped) gauss coefficients

gm
l D are found to be related to the true coefficients gml by the expression

gm
l D =

gml

1 + λS
4π(l+1)(2l+1)(2l+3)

l

(
a
c

)2l+4
(8.91)

Using the same choice of the damping parameter as for gufm1 (λS = 1 × 10−12nT−2),

the results of the field evolution computations reported in the previous section can now

be processed to mimic what would be observed in a regularised field model. Snapshots

of the results of the application of such processing are shown in figure 8.19. Examples

for ES flows with cph = 17km yr−1 and U=15, 17, 20 kmyr−1 after 150 and 400 years

of evolution from the 1590 gufm1 field are presented. Animations of all 400 years of

evolution for these 3 cases can be found in animations A8.27, A8.28 and A8.29.

Figure 8.19 clearly shows that even if the field at the core surface and is small scale and

contains large amplitude features, then field models derived using quadratic regularisa-

tion techniques from observations at Earth’s surface will be large scale and smooth. This

makes it difficult to rule out particular core flows as unreasonable because of the high

amplitude, sharp field features they would produce. Field concentrations in the damped

models occur centred on the positions of field concentrations in the undamped case, but

are of lower amplitude and larger spatial extent. As U becomes larger the initial field is

more readily distorted, with field concentration forming at positions of drifting flow con-

vergence, even in areas where the field initially has low amplitude and gradients. With

the smoothing influence of regularisation taken into account, the field morphology pro-

duced when U is large is still rather different to that found in geomagnetic field models

being very dominated by spatially periodic concentrations produced by the wave flow.

It seems probable that whatever flows at the core surface are influencing the observed

geomagnetic secular variation, they will be of magnitude less than 17 kmyr−1, otherwise

core flow inversions (see, for example, Bloxham and Jackson (1991)) would be compelled

to reproduce these large magnitudes.

The present experiments also give insight into the problem of whether the field structure

in the Pacific means that the effects a global wave flow would be seen only weakly there

(see §3.5). It is found that early in the experiments, when the field in the Pacific was

low amplitude and featureless (similar to the 1590 gufm1 field), that the wave flows

produced high amplitude, drifting concentrations of field in the Atlantic hemisphere but
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(a)Br
D: ES, cph=17, U=15, t=150. (b)Br

D: ES, cph=17, U=15, t=400.

(c)Br
D: ES, cph=17, U=17, t=150. (d)Br

D: ES, cph=17, U=17, t=400.

(e)Br
D: ES, cph=17, U=20, t=150. (f)Br

D: ES, cph=17, U=20, t=400.

Figure 8.19: Br
D due to ES, m=8 flows acting on 1590 Br for 150, 400 yrs.

Result of 150 and 400 years of field evolution produced by ES wave flows along with
limited magnetic diffusion acting on Br at the core surface starting with the 1590 gufm1
field and with a synthetic crustal filtering applied. The wave flows were chosen to have a
drift speed of cph=17 kmyr−1 to match the observed westward drift speed and have wave
amplitudes U of 15 kmyr−1 in (a) and (b), 15 kmyr−1 in (c) and (d), and 20 kmyr−1

in (e), (f).
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only weaker field evolution of a similar form in the Pacific hemisphere. However, after

several hundred years, the global wave flow alters the background field in the Pacific

sufficiently that high amplitude, drifting field concentrations are also observed there.

Stronger flows (larger U) were found to produce stronger patterns of field evolution in

the Pacific hemisphere after shorter amounts of time.

These results indicate that in order for the Pacific to have exhibited consistently weaker

patterns of field evolution over the past 400 years, then the smooth field structure in

the Pacific would need to maintained. One possible explanation consistent with these

findings and with the results of chapters 3 and 4 is that a global wave flow is present, but

there is a stratified layer close to the core surface at low and southern latitudes in the

Pacific hemisphere. This layer would reduce the amplitude of the vertical fluid motion,

and therefore the amplitude of associated flow convergence, making it more difficult to

generate field concentrations and gradients in this region. The existence of such a layer

could also explain why the wave flows are only seen weakly in the Pacific hemisphere

over several centuries. Another, perhaps simpler, possibility is that the geodynamo

mechanism operating with an inhomogeneous pattern of heat flow into the mantle tends

to generate background fields in the Pacific that are consistently of the required low

amplitudes and gradients.

8.3.7 Discussion of implications for mechanisms of geomagnetic secular variation and
core flow inversion techniques

The purpose of this chapter was to test whether propagating wave flows were a reasonable

model for the origin of azimuthally drifting, wave-like patterns in Br observed at the

core surface. The results from both the 1D and the 2D modelling have shown that wave

flows can produce azimuthally drifting, spatially and temporally coherent, wave-like,

magnetic field concentrations from an initially uniform field. The concentrations either

grow in strength and sharpness until balanced by magnetic diffusion or undergo periodic

pulsations in amplitude. It is therefore possible that the kinematic effect of propagating

regions of convergence in wave flows close to the core surface could explain both the

source of spatially and temporally coherent anomalies in Br and their azimuthal motion.

However, for a simple m=8 wave flow propagating at the rate required to reproduce the

observed westward drift of field concentrations (cph = 17km yr−1), there are difficulties

in reproducing aspects of field evolution observed in historical geomagnetic field models.

When the wave flow amplitude U is small, the resulting Br morphology is dominated by

that of the initial field and systematic pulsation prevents the generation of consistently

drifting features. It should however be noted that there are indications of some pulsation-

type behaviour of westward moving field features in gufm1, particularly of the field

feature that starts in the Indian ocean in 1590. If |cph| > |U |, but U was large enough to

produce field concentrations, the wave flow mechanism could perhaps account for both
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the drift and the pulsation of this feature. However other systematically pulsing field

features (not seen in gufm1) would also be expected to exist.

On the other hand, when the flow is strong enough so that pulsations are not observed

(U ≥ 17km yr−1), positions of flow convergence dominate field evolution, with field

observed being collected towards these locations into a series of intense, small scale

drifting field features. Although these characteristics are smoothed when the effects

of crustal filtering are taken into account, the domination of field morphology by the

influence of the wave flow (overwhelming any memory the initial field configuration)

suggests that such strong wave flows are unlikely.

In this chapter only the extreme case of azimuthal motion of field features being totally

due to wave propagation was considered. If instead one admits the possibility that some

(or most) of the observed westward drift is due to azimuthal flow, then large U are

no longer required to avoid pulsation since cph is smaller and the domination of field

morphology be the wave flows can be avoided. Such azimuthal flows are likely to exist

in Earth’s core due to thermal and magnetic winds in Earth’s core (see, for example,

Fearn et al., (1988) and Dumberry and Bloxham (2005)). If one imagines that cph is

very small (as would be case for the convection-driven hydromagnetic waves studied in

the previous chapter) then field concentrations could still be produced by the wave flows,

and the whole pattern could move instead via advection by azimuthal flows. Perhaps the

triple constraints of satisfying (i) the observed drift speed, (ii) the absence of systematic

strong pulsation and (iii) absence of domination of field morphology by the wave flow

pattern, may in the future prove useful in helping to quantify the relative proportion of

wave propagation and bulk advection producing observed azimuthal field motions.

It should also be remarked that there are several deficiencies in the model presented in

this chapter of how hydromagnetic wave flows produce patterns in Br. These include that

radial magnetic diffusion has been neglected; that the kinematic wave flows employed

are dynamically over-simplified with no feedback from magnetic field concentrations

(through the Lorentz force) on the flow; and that models ignore 3D aspects of field

distortion which can produce Br through the action of the flow on the unknown toroidal

magnetic field. These limitations will result in field concentrations in these models prior

to crustal filtering that are smaller scale and more intense than is actually likely to be

the case.

The amplitude of U expected for hydromagnetic waves in the core is another important

missing constraint that is crucial for assessing the relevance of the kinematic concentra-

tion by wave flow mechanism for producing geomagnetic secular variation. If U saturates

at too small a value this mechanism will never be feasible. Knowledge of the amplitude

of U from theory requires fully non-linear models of hydromagnetic waves including both

saturation mechanisms and realistic toroidal fields in the parameter regime appropriate

to Earth’s core— such models do not yet exist (but see §9.3).
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Hydromagnetic waves have however been found in geodynamo models (see chapter 5).

These models include all the physical processes described above that have been neglected

in the model of this chapter, though they are not in the correct dynamical regime for

the Earth. In the geodynamo model DYN1 that was studied in chapter ??, it was found

that |U | >> |cph| and observed that magnetic field concentrations (without pulsation in

amplitude) were formed at and moved along with positions of flow convergence. These

findings are in agreement with the results reported in this chapter and suggest that

the 2D model presented here can correctly predict observable consequences, despite its

simplicity. The magnetic field concentrations observed in the geodynamo model were less

sharp than those found in the simple 2D model, suggesting that the presence of a Lorentz

force and radial magnetic diffusion moderates the amplitude of field gradients that can

develop. The non-linear interaction between the wave flow and other flows in DYN1

led to the break up of the field concentrations associated with the waves. This suggests

that the long lived field concentrations found in the simple 2D model are unphysical and

fits in well with the episodic evolution of azimuthally moving field patches observed in

geomagnetic field models (see chapters 3 and 4).

The results reported in this chapter have implications for the inversion of geomagnetic

field models to determine fluid motions at the core surface. If drifting Br concentrations

are (even partly) a result of a hydromagnetic wave propagation, and not just the bulk

advection of magnetic field lines by a flow, then the strong westward flows inferred at

low latitudes under the Atlantic hemisphere in many inversions (Bloxham and Jackson,

1991) may be quantitatively incorrect. This fact has already been noted by Love (1999)

and Rau et al. (2000) where the flow calculated from the inversion of Br evolution in

a numerical dynamo model produced spurious equatorial jets where wave-related field

drift was observed in the model. The results in this chapter suggest that the failure

of the inversion technique was not due to the frozen flux assumption (the frozen flux

assumption was made in the models used to demonstrate that drifting field concentration

can be produced by propagating wave flows in §8.2). Instead it seem most likely that

the regularisation applied during the inversion favours an incorrect explanation in terms

of large scale flow rather than the small scale flows involved in a wave. Dynamical

constraints that are instantaneously inconsistent with the wave flows may also play a

part in such failures of flow inversions.

If drifting field concentrations are produced by a propagating wave flow, then carrying

out a core flow inversion in a frame drifting along with the wave (Davis and Whaler,

1996; Holme and Whaler, 2001) should yield useful information. In the drifting frame,

one could then recover the combination of the Galilean correction flow −cph and the

stationary wave flow U producing field concentrations. It might even be possible to

simultaneously invert for several wave flows, each with an associated reference frame

drifting at a different speed. However in order to have confidence in this procedure, it

would be necessary that the flows in the drifting frame had a flow structure compatible
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with wave propagation. It seems unlikely that this is the case in the studies that have

been carried out to date.

If, as seems possible given the results in chapter 7, the distortion of the toroidal magnetic

field by hydromagnetic wave flows contributes to the perturbations in Br observed at

the core surface, the interpretation of secular variation in terms core flow inversions is

somewhat more difficult. For inversions involving a drifting reference frame, the speed of

the drifting frame would yield information concerning the wave propagation speed (or the

mean azimuthal flow speed advecting the wave). The flow inside the drifting reference

frame would, however, not be that producing Br concentrations, so the detailed wave

flow patterns could not be retrieved. The fundamental limitation of core flow inversions

is that they consider only the rearrangement of radial magnetic field lines as the origin

of secular variation, so are unable to yield any useful information regarding radial field

change resulting from distortion of the toroidal magnetic field. These limitations should

be borne in mind by the practitioners of core flow modelling.

8.3.8 Summary

In this chapter the mechanism of magnetic field evolution produced by the kinematic

action of a propagating wave flow has been investigated. A simplified 1D frozen flux

model was developed and solved analytically to prove the existence of two distinct regimes

of field evolution. Both involve the production of spatially periodic field concentrations

that move along with the wave flow pattern in the absence of a mean flow. One regime

involves steady growth in the amplitude of field concentrations while the other involves

pulsation in amplitude. A more Earth-like model using wave flow patterns derived

from models of hydromagnetic waves flows in spherical geometry, acting on realistic

initial radial magnetic fields and including limited magnetic diffusion, demonstrated that

similar regimes could exist at Earth’s core surface. The geodynamo models analysed in

chapter 5 are found to be consistent with the results of the simple models developed

here, suggesting that despite the large number of assumptions made useful conclusions

can be drawn. The 2D modelling results suggest that hydromagnetic wave flows could

produce spatially and temporally coherent, azimuthally drifting, concentrations of Br

similar to those observed in geomagnetic field models, particularly if there is also some

azimuthal flow that also contributes to the motion of the field features.
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Chapter 9

Conclusions and suggestions for further
research

9.1 A synthesis of results

In this concluding chapter results from the various avenues investigated during this thesis

are collected and a self-consistent explanation is proposed. Answers are suggested to the

questions posed in the introduction concerning the nature of hydromagnetic waves in

Earth’s core and their influence on geomagnetic secular variation.

Can hydromagnetic waves exist in Earth’s outer core?

As was described in §6.3, hydromagnetic waves will exist when a magnetic field strong

enough to influence flow dynamics is present. The properties of hydromagnetic waves will

be strongly influenced by the rapid rotation of the fluid core. The elasticity imparted

to the fluid by a latitude dependent Coriolis force in a spherical geometry and the

resistance of strong toroidal magnetic fields to distortion provides the restoring forces

for wave motion. A number of mechanisms that could excite hydromagnetic waves in

Earth’s outer core were discussed in §6.6. Although other excitation mechanisms cannot

be ruled out, instability driven by convection requires the fewest additional assumptions

and is entirely consistent with current understanding of core properties and motions.

Of the different hydromagnetic wave types that can be driven by convection, magneto-

Rossby waves (see §6.6.2 and §7.4.1) seem most compatible with the regime expected

in Earth’s core. Furthermore, as was shown in chapter 5, it is not necessary to have a

steady background magnetic field in order to obtain hydromagnetic waves: they can exist

in the presence of a time-dependent, dynamo generated magnetic field. It is therefore

proposed that magneto-Rossby waves driven by convection will exist in Earth’s core, and

will involve distortion of the time-dependent, dynamo generated, magnetic field.

What would be the properties of hydromagnetic waves in Earth’s core?

The properties of convection-driven hydromagnetic waves in a sphere and with no az-
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imuthal flows present were investigated in chapter 7. Convection-driven, magneto-Rossby

waves were found to be dispersive with higher wavenumbers propagating faster in the

westward direction (see, for example, figure 7.9). The simple analytic model of these

waves developed in §6.6.2 (see equation (6.67)) also suggests they will travel fastest at

low latitudes. The time scale for the propagation of such waves was found to be the

thermal diffusion time scale which is thought to be thousands to millions of years in

Earth’s core1. However as discussed in §6.6.2, the presence of azimuthal flows (likely

for realistic magnetic and temperature fields in Earth’s outer core — see Dumberry and

Bloxham (2005)) will have a major impact on the properties of hydromagnetic waves

(Fearn and Proctor, 1983), especially on their observed azimuthal speeds.

How would hydromagnetic waves in the core influence the evolution of Br at

the core surface and hence geomagnetic secular variation?

In this thesis it has been demonstrated that hydromagnetic waves in the core can influ-

ence Br observed at the core surface in two ways:

The first mechanism involves hydromagnetic waves distorting toroidal magnetic fields

in the core to generate spatially coherent, wave-like patterns in Br at the core surface.

This mechanism was demonstrated in a model of convection-driven hydromagnetic waves

in a sphere in §7.4.1 (see, for example, figure 7.4). An example of the type of pattern

in Br at the outer boundary that can be produced by this mechanism is presented in

figure 9.1. The details of the equatorial symmetry, latitudinal positioning and extent of

such patterns in Br will depend on both the toroidal magnetic field morphology and the

azimuthal flow structure in the core (see §6.6.2).

A second possible mechanism by which hydromagnetic waves could influence Br involves

the action of wave flows close to the core surface. The wave flows consist of alternating

regions of fluid convergence and divergence (see §7.4.1) and will act on pre-existing

Br to produce spatially coherent, wave-like patterns in Br that propagate along with

the wave flow. This mechanism was demonstrated using a kinematic model in chapter

8. Concentrations of Br are produced at positions of flow convergence in a frame of

reference drifting with the wave flow. These concentrations will pulsate in amplitude if

the wave is propagating faster than the speed of the flows within the wave (see §8.2.4).
The pulsation effect will, however, be avoided in Earth’s core if propagation speeds are

very slow.

Of these two mechanisms, the first seems certainly to operate because it is a fundamental

aspect the hydromagnetic wave mechanism. The second mechanism is however also

conceivable, particularly if a combination of hydromagnetic waves and strong azimuthal

flows are present. Future tests using more realistic wave models will help resolve whether

only one or both of these mechanisms operates in Earth’s core (see §9.3 for further

1If convection is driven by buoyant light elements rather than by thermal effects, this time could be
even longer because the diffusivities of light elements are expected to be smaller than that of heat.
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Figure 9.1: Br perturbation caused by a m=5 hydromagnetic wave.
Pattern in Br at r = 0.95r0 from the marginal mode of a thermal magneto-Rossby wave
in a rotating spherical geometry where the imposed magnetic field is purely toroidal
and Λ = Pr = Prm = 1 , E = 10−6. This shows how a toroidal magnetic field can be
distorted into Br by a hydromagnetic wave. Units are arbitrary because no nonlinear
saturation mechanisms are included in this model.

details).

The temporally coherent motion of spatially periodic patterns in Br at the core surface

(a form of geomagnetic secular variation) could be produced either by wave propagation,

by advection due to flows, or by a combination of these processes. The propagation

speeds of convection-driven magneto-Rossby waves (the most likely type of wave to be

excited in the core) are probably too slow (operating on the thermal diffusion time scale)

to explain the observed azimuthal motions of Br (see §7.5). This leaves the advection of

the spatially coherent pattern in Br by azimuthal flows as the most plausible mechanism

producing azimuthal geomagnetic secular variation.

Is there any evidence supporting the existence of hydromagnetic waves in

Earth’s outer core?

Spatially and temporally coherent wave patterns consisting of positive and negative

anomalies are observed in Br at the core surface in the geomagnetic field model gufm1.

The clearest signal found in §3.2.3 using the techniques described in chapter 2 has az-

imuthal wavenumber m=5, is equatorially symmetric and is centred on the geographical

equator. Figure 9.2 shows a reconstruction of this m=5 signal in 1830 A.D.. The m=5

signal is not stationary, but moves westwards with a speed of ∼17 kmyr−1 at the core

surface.

In chapter 4, evidence was found for spatially and temporally coherent wave-like patterns

in the archeomagnetic field model CALS7K.1. The patterns were observed to travel

in both eastward and westward directions (sometimes simultaneously but at different
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Figure 9.2: m=5 spatially coherent pattern in B̃rec
r from gufm1 in 1830.

Wave-like pattern isolated in Br at the core surface in 1830 from gufm1. The time-
averaged axisymmetric field and changes occurring on time scales longer than 400 years
have been removed. The signal has also been spatially filtered so only the strong m=5
signal remains. This spatially coherent, wave-like pattern in Br is observed moving
westwards from the 16th to the 20th century and is evidence for the influence of hydro-
magnetic waves in Earth’s core on geomagnetic secular variation.

longitudes, see figure 4.9) on millennial time scales. Such simultaneous eastward and

westward motion could arise from geographical variations in azimuthal flows but it is

hard to envisage how it could result from wave propagation, unless the direction of

propagation rests on a very delicate force balance.

It was shown in §3.4 and §3.7 that there is no evidence in gufm1 for the dispersive

effects or systematic geographical (latitudinal) trends in azimuthal speeds that are char-

acteristic of hydromagnetic wave propagation in a rapidly rotating fluid. Neither of these

phenomenon are expected to be present if advection by azimuthal flows were the primary

mechanism producing motion of patterns in Br. These findings lend further weight to

the argument that azimuthal flows rather than wave propagation produce the observed

motion of patterns in Br at the core surface.

Can study of hydromagnetic wave motions in the core shed any light on the

origin of hemispherical differences in magnetic field evolution at core surface?

It was shown in §3.5 that in the historical field model gufm1 wave-like features in Br

at the core surface are strongest in the Atlantic hemisphere, but are also present in the

Pacific hemisphere. Synthetic tests in §2.8 demonstrated that such signals in the Pacific

hemisphere could not be aliased there from the Atlantic hemisphere, but are real. Study

of the archeomagnetic field evolution over the past 3000 years using CALS7K.1 in §4.3.3
suggested that high amplitude, drifting, field features have been present at northern

mid-latitudes in the Pacific hemisphere. The observed field evolution was much weaker

and less coherent at low and southern latitudes in the Pacific hemisphere, though the
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resolution of CALS7K.1 is likely insufficient to capture the weak wave-like signals that

may be present there. Forward models of a global wave flow acting on the 1590 Br from

gufm1 (with synthetic crustal damping applied) demonstrated that a low amplitude,

featureless field in the Pacific was sufficient to ensure weak field evolution patterns there.

However, in order for such a featureless field scenario to persist for several hundred years

the mechanism producing this background field must involve persistent hemispherical

differences.

A proposed scenario consistent with observations and theoretical models

The theoretical and observational results outlined above can be reconciled in the following

scenario which is suggested here as a working model of azimuthal geomagnetic secular

variation to be tested in the future:

East-west motions of the geomagnetic field can arise from azimuthal advection of spatially

coherent patterns in the Br at the core surface produced by convection-driven magneto-

Rossby waves in the core. These patterns are produced by the distortion of underlying

toroidal magnetic fields and modulation of existing Br by wave flows. Hemispherical

differences in the background magnetic field morphology result in such patterns having

lower amplitudes under the Pacific hemisphere.

9.2 Summary of work carried out and main conclusions

· Development of tools for analysis of azimuthal evolution of scalar fields.

Codes carrying out space-time spectral analysis of a scalar field on a spherical surface

and generating time-longitude plots, frequency-wavenumber power spectra and latitude-

azimuthal speed plots have been developed and benchmarked using realistic synthetic

examples.

· Detection of spatially and temporally coherent, azimuthally drifting, wave-

like patterns in Br.

Space-time spectral analysis tools have been applied to the historical geomagnetic field

model gufm1. Removing the time-averaged axisymmetric field and field variations with

time scales longer than 400 years, a strong m=5 signal was observed at low latitudes.

This signal was shown to move westwards at ∼17 kmyr−1, consistent with the westward

drift of the geomagnetic field observed at Earth’s surface. The wave-like signal was found

to be strongest in the Atlantic hemisphere, but also present in the Atlantic hemisphere.

· Observation of episodes of eastwards and westward motion in Br.

Space-time spectral analysis tools have been applied to the archeomagnetic field model

CALS7K.1. Problems in the accurate interpretation of precise wavenumbers and az-

imuthal speeds of field features were identified, but clear evidence for intervals of both
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eastward and westward motions were found.

· Identification of hydromagnetic waves in geodynamo models.

Space-time spectral analysis tools have been applied to the magnetic and velocity fields

from two convection-driven geodynamo models. The existence and propagation of hy-

dromagnetic waves in the presence of a time varying, dynamo generated magnetic field

was demonstrated.

· Review of the theory of hydromagnetic waves in rotating fluids.

A review of the physics of hydromagnetic waves has been carried out. Wave propaga-

tion mechanisms, time scales, effects of diffusion, spherical geometry, realistic imposed

magnetic fields, azimuthal flows, nonlinear effects and stratification have been discussed.

The role of azimuthal flows in determining wave properties has been emphasised.

· Documentation of parameter dependence of simple hydromagnetic waves.

An existing eigenvalue solver code has been extended to allow the study of simple hydro-

magnetic waves in the regime Λ ∼ 1. The dependence of critical Ra, ω and the structure

of the waves on m, Λ, E, Pr and Prm has been documented. The distortion of toroidal

magnetic field into wave-like perturbations of Br at the outer boundary was observed.

Wave flow patterns were demonstrated to consist of alternating regions of convergence

and divergence close to the outer boundary. Very slow wave propagation speeds were

found in the absence of azimuthal flow.

· Deduction of the influence of hydromagnetic wave flows on Br.

A simple analytic model of the action of a generic wave flow on a magnetic field was

developed. This demonstrated that propagating concentrations of magnetic field are

produced by the travelling wave flows. Field concentrations were found to pulsate when

the wave phase speed was faster than the flow within the wave. A possible application

of these results to Earth’s core was demonstrated using a numerical model of advection

of Br by wave flows at a spherical surface.

· Proposal of a scenario consistent with theory and observations.

Hydromagnetic waves distort the magnetic field within the core to produce patterns in

Br that are subsequently advected by azimuthal flows, producing geomagnetic secular

variation. It remains for this proposal to be tested in the future.

9.3 Suggestions of extensions and directions for future research

The scenario outlined above should certainly not be regarded as a rigorously proven

theory, but rather as conjecture that provides a working model for a particular aspect of

geomagnetic secular variation. Like any scientific hypothesis, it will only be of interest
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so long as it is consistent with advances in observations and theoretical understanding.

In this vein, future research directions that might help to support or falsify the proposed

scenario are suggested in this section.

In the immediate future, much work can be carried out on improving models of hydro-

magnetic waves in Earth’s core, building on the understanding gained in considering the

simple model of chapter 7. Realistic background magnetic fields should be studied with

self-consistent background azimuthal flows (magnetic winds) and full non-linear coupling

to allow developed wave motions to be studied. Such models would permit tests of the

hypothesis that azimuthal flows (rather than wave propagation) are responsible for the

observed motion of wave patterns. Both poloidal and toroidal magnetic fields could be

studied to determine whether distortion of the toroidal magnetic field into Br (as sug-

gested in chapter 7) or the concentration of existing Br by the wave flows (as discussed

in chapter 8) is primarily responsible for producing observed perturbations in Br. A

range of equatorial symmetries of imposed toroidal and poloidal fields could be studied

to determine those combinations that can reproduce the observed equatorially focused

patterns in Br described in chapter 3. Finally, it would be interesting to study the effects

of time-dependent background fields (mimicking dynamo generated fields) on the origin

and lifetime of spatially and temporally coherent wave patterns. It is already possible to

carry out all these proposed tests using a magnetoconvection version of the Leeds Spher-

ical Dynamo code that was benchmarked against the eigenvalue solver code in chapter

7. This work is underway in collaboration with Nicolas Gillet and Ashley Willis at the

University of Leeds and will hopefully yield answers to some of the theoretical issues left

unresolved by this thesis.

Tests of the proposed scenario using currently available observational data are conceiv-

able. In particular, given that azimuthal motion of the wave-like patterns in Br is

ascribed primarily to advection, it should be possible to perform a core flow inversion

of gufm1 specifically to retrieve these azimuthal flows (see, for example, the study by

Dumberry and Bloxham (2005) of archeomagnetic field models). Unfortunately, the

assumption of tangential geostrophy breaks down at the low latitudes of interest, so an-

other dynamic assumption must be made if unique solutions are to be found (Backus,

1968; Bloxham and Jackson, 1991). Looking for flows consistent with theoretical models

of magnetic and thermal winds might be a fruitful direction in this regard. It would be

of interest to determine the latitudinal structure of the azimuthal flows and to consider

the implications for the morphology of the underlying magnetic and temperature fields

in the core.

Tests may also be envisaged using observational data that are not yet available, but which

may be possible at some time in the future. The collection of many new measurements

of the geomagnetic field over the past 7000 years (particularly at low latitudes and in

the oceanic regions of the Southern hemisphere) and their incorporation into improved
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geomagnetic field models would allow a more detailed study of the episodes of eastward

and westward motion identified in chapter 4. An improved knowledge of the origin,

spatial structure, evolution (including possible changes in direction) and eventual decay

of wave patterns in Br over this interval and a comparison of the results with more

realistic theoretical models would enable a variety of tests of the proposed mechanism.

New, higher resolution, geomagnetic field models are capable of resolving sub-decadal

geomagnetic field evolution over the past 20 years (see, for example, the recent study of

Wardinski (2005)). In the near future these could be extended to include more data from

past (POGO, Magsat), ongoing (Ørsted, CHAMP and SAC-C) and future (SWARM)

satellite missions and resolution could be further improved by utilising new field mod-

elling techniques such as the maximum entropy norm method of Jackson (2003). The

resulting high quality images of field evolution at the core surface (suitably processed to

focus on signals of interest) could be used to map the positions, amplitudes and motions

of spatially coherent patterns in Br at the core surface and to test whether azimuthal

field evolution is dominated by particular wavenumbers.

Improvements in satellite monitoring of Earth’s gravitational field, as showcased by the

recent GRACE mission (Tapley et al., 2004), suggest the possibility of isolating time

varying gravity signals caused by fluid motions in the outer core (Dumberry and Blox-

ham, 2004; Greff-Lefftz et al., 2004; Jiang et al., 2004). In principle, this could enable the

mapping of motions of density anomalies in the core which could then be compared to

theoretical predictions. In the present context, the relative positions of density anomalies

and magnetic field concentrations in models of advected wave patterns in Br produced

by hydromagnetic waves could be compared to the observed gravity and magnetic fields.

Both observational and theoretical studies of the properties of hydromagnetic waves in

Earth’s core are still at a preliminary stage. More work, especially on possible excita-

tion mechanisms (such as shear instability, topographic forcing and precessional driving)

would be beneficial to the subject area. The current emphasis on modelling purely az-

imuthal toroidal magnetic fields (and hence azimuthally propagating waves) also seems

rather restrictive; it would be of interest to use numerical models to test whether hydro-

magnetic wave propagation in north-south directions is also possible. Investigation of the

motions of patterns in Br arising in fully nonlinear models of hydromagnetic waves could

also aid understanding of the relative importance of advection and magnetic diffusion

in large scale magnetic field evolution. Combining such advances in theoretical under-

standing with improving observations and analysis methods would allow fresh insights

into core dynamics and the mechanisms underlying variations in Earth’s magnetic field.
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Appendix A

Historical geomagnetic field model gufm1

A.1 Historical observations of Earth’s magnetic field

Direct observations of the geomagnetic field with the extensive geographical coverage

required for global field modelling exist from the 16th century onwards from a variety of

sources:

(i) Maritime observations

(ii) Observatory measurements (after 1830)

(iii) Magnetic surveys (18th, 19th and 20th century)

(iv) Satellite magnetometer data (POGO late 1960s, Magsat 1980)

Jackson et al. (2000) constructed a time-dependent field model known as gufm1 based

on a new compilation of all suitable historical observations. Model gufm1 represents a

significant advance on previous historical models such as the ufm model of Bloxham and

Jackson (1992), particularly in the number and spatial distribution of observations in

the 18th and 19th centuries, though there are still changes in coverage with time (see

figure A.1). The temporal change in the number of observations in each five year period

between 1590 and 1990 is displayed in figure A.2.

A.2 Field modelling methodology

An outline of the inversion techniques used to construct the field model gufm1 from

historical observations is given here to aid understanding of the limitations of the model.

The conclusions from the analysis in Chapter 3 of the properties of field features in gufm1

are only trusted if the field features seen in the model can be considered robust.

Assuming the mantle to be an insulator, then the magnetic field outside the core can be

expressed as the gradient of a scalar potential V that satisfies Laplace’s equation and is
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(a) Locations of declination observations from 1650-1699

(b) Locations of declination observations from 1750-1799

(c) Locations of all observations from 1850-1899

Figure A.1: Changes in spatial distribution of observations in gufm1.
Stars show the location of observations for the fifty year periods 1650-1699 in (a), 1750-
1799 in (b), and 1850-1899 in (c). For further details see Jackson et al. (2000) and
Jonkers et al. (2003)
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Figure A.2: Temporal distribution of gufm1 observations.
The number of measurements used in constructing gufm1 in five year intervals— for
further details see Jackson et al. (2000) and Jonkers et al. (2003)

also a function of time

B = −∇V, (A.1)

where ∇2V = 0, (A.2)

and V −→ 1

r2
as r −→ ∞, (A.3)

where it has also been assumed that there are no field sources at infinity. Choosing a

spherical polar co-ordinate system (r, θ, φ) the method of separation of variables is used

to find a solution to Laplace’s equation subject to these boundary conditions, in the form

of a spherical harmonic expansion

V (t) = a
∞∑

l=1

l∑

m=0

(a
r

)l+1
{gml (t) cos(mφ) + hml (t) sin(mφ)}Pml (cos θ), (A.4)

where only the solutions corresponding to internal field sources (found in modelling to be

the dominant terms) have been retained, a=6371.2 km is Earth’s mean radius and P m
l

are the Schmidt quasi-normalised associated Legendre functions of degree l and order m

with normalisation defined as

2π∫

0

π∫

0

Pml (cos θ)Pm
′

l′
(cos θ)

{
cosmφ cosm

′
φ

sinmφ sinm
′
φ

}
sin θdθdφ =

{
4π

2l+1
if l=l′ ,m=m

′

0 otherwise

}
. (A.5)

The constants gml (t), hml (t) are expanded in fourth order B-spline basis functions Mn(t)

erected on a series of knots such that

gml (t) =
∑

n

gmnl Mn(t), (A.6)
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hml (t) =
∑

n

hmnl Mn(t), (A.7)

where Mn(t) > 0 if t ε | tn, tn+4 | and is zero otherwise.Taking the gradient of equation

((A.4)) we obtain the following expressions for the spherical polar components of the

magnetic field B: the radial magnetic field Br, the southward magnetic field Bθ and the

eastward magnetic field Bφ.

Br =
∞∑

l=1

l∑

m=0

(l + 1)
(a
r

)l+2 {
gml (t) cos(mφ) + hml (t) sin(mφ)

}
Pml (cos θ) (A.8)

Bθ = −
∞∑

l=1

l∑

m=0

(a
r

)l+2 {
gml (t) cos(mφ) + hml (t) sin(mφ)

}dPml (cos θ)

dθ
(A.9)

Bφ =
1

sin θ

∞∑

l=1

l∑

m=0

m
(a
r

)l+2 {
gml (t) sin(mφ) − hml (t) cos(mφ)

}
Pml (cos θ)(A.10)

The inverse problem of geomagnetic field modelling now involves finding the parameters

gmnl , hmnl that determine the most reasonable (in a sense defined below) magnetic field

at the core surface given geomagnetic observations and a priori information on the field

structure. The prior information includes the fact that the mantle is approximately an

insulator, that the internal field must originate in the core, the known core radius, and

an upper limit on Ohmic heating from the magnetic field derived from the induction

equation (Gubbins, 1975).

Spherical harmonic expansions were truncated at degree l = L where L = 14 to obtain a

finite representation of an otherwise infinite dimensional inverse problem. However, the

favoured field models converge at l < L thanks to the regularisation applied that penalises

spatially complex field structures (see further discussion of regularisation below). 163

B-splines were employed to represent the time period 1590 to 1990, erected on N = 167

knots (spline end points) placed every 2.5 years. The total number of free parameters in

the model is thus P = N(L(L+ 2)) = 36512.

The data in the inverse problem were magnetic field observations of various types: north-

ward field component (X), eastward field component (Y ), downward field component

(Z), declination (D), inclination (I), horizontal field component (H) and total field (F ).

These are related to the spherical polar field components (Br, Bθ, Bφ) and hence the

model parameters by the relations

X = −Bθ, (A.11)

Y = Bφ, (A.12)

Z = −Br, (A.13)

H =
(
B2
θ +B2

φ

) 1
2 , (A.14)
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F =
(
B2
θ +B2

φ +B2
r

) 1
2 , (A.15)

I = Arctan


 −Br
(
B2
θ +B2

φ

) 1
2


 where − π

2
≤ I ≤ π

2
, (A.16)

D = Arctan

[
Bφ
−Bθ

]
− where π ≤ D ≤ π, (A.17)

Equations ((A.11)) to ((A.13)) are linear in the model coefficients {gmnl , hmnl } while those

in equations ((A.14)) to ((A.17)) are non-linear. This means the whole inverse problem

must be solved iteratively if all the data types are to be included. If the observational

data X,Y,Z,H, F, I,D are listed in a vector d of D observations (D= 365 694 in gufm1),

and the model coefficients are listed in a vector m = (g00
1 , g

10
1 , h

10
1 ..) then the forward

problem can be written in matrix form as

d = f(m) + e, (A.18)

where f is the non-linear functional relating the data to the model and e is an error

vector of length D which gives the error associated with each observation. Errors vary

depending on the method of data acquisition.

The inverse problem of finding the model parameters (spherical harmonic coefficients)

that best represent the core surface field, given geomagnetic measurements at Earth’s

surface is non-unique. The non-uniqueness arises due to the finite number of data (mag-

netic field observations at specific locations and times) being used to find a continuous

function (the global, time-dependent magnetic field at the core surface). Geophysically

plausible solutions can be found by using the method of regularised least squares in-

version, that looks for solutions that both fit the data as well as possible in a least

squares sense and minimise suitable model norms. Two model norms are employed in

the construction of gufm1, one measuring roughness in the spatial domain and the other

roughness in the temporal domain. The spatial norm is a quadratic norm that is physi-

cally associated with minimising Ohmic dissipation (Gubbins, 1975) and can be written

as

Ψ =
1

te − ts

∫ te

ts

F(Br)dt = mTS−1m, (A.19)

where F(Br) = 4π
L∑

l=1

(l + 1)(2l + 1)(2l + 3)

l

(a
c

)2l+4
l∑

m=0

[
(gml )2 + (hml )2

]
, (A.20)

The temporal norm is

Φ =
1

te − ts

∫ te

ts

∮

CMB
(∂2
tBr)

2dΩdt = mTT−1m, (A.21)

Measurements (due to crustal fields, external fields, field measurement errors, mislocation

errors) were estimated and assumed to be Gaussian (though this may not be totally
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correct — see Walker and Jackson (2001) for a discussion), allowing the construction of

the data covariance matrix Ce. The model estimate is then that which minimises the

objective function Θ

Θ(m) = [d − f(m)]TC−1
e [d− f(m)] + mTC−1

m m, (A.22)

with the model covariance matrix being

C−1
m =

(
λSS

−1 + λTT
−1
)

(A.23)

where λS is the spatial damping parameter (chosen to be 1 ×10−12nT−2) and λT is the

temporal damping parameter (chosen to be 5 ×10−4nT−2yr−4). The optimal solution is

sought by iterating using the scheme in (A.24) below, until convergence on a model with

minimum Θ. The scheme is derived by differentiating (A.22) with respect to mi, the

ith model parameter, and using a first order approximation f(m + δm) = f(m) + Aδm

where Aij = ∂fi

∂mj
and δm is the difference between the current approximation and the

minimising model

mi+1 = mi + (ATC−1
e A + C−1

m )−1[ATC−1
e (d− f(mi)) −C−1

m mi]. (A.24)

The regularisation ensures that expansions converge before the truncation levels are

reached, so the solutions are insensitive to truncation. The procedure effectively damps

out most power at degrees 12 and higher. The choice of damping parameters is how-

ever rather subjective—large differences in model complexity can be produced by vary-

ing them. The values used here were chosen to produce qualitatively similar maps

to those of other authors at fixed epochs (refer e.g. Shure et al. (1985)) yielding

a conservative picture of the field structures required to produce a normalised misfit

χ =

√
[d−f(m)]T C−1

e [d−f(m)]
D , where D is the total number of data observations, as

close to 1.0 as possible (i.e. fitting observations to within estimated errors). The pre-

ferred model gufm1 actually has a normalised misfit of 1.16. More complex models with

more power at higher spherical harmonic degree and larger time variations that fit ob-

servations better can be produced, but analysing field features from these models and

basing interpretations on them increases the chances that the data are being over-fit or

effects due to non-core fields erroneously included.

A.3 Comparison to observatory data

Perhaps the most rigorous test of the reliability of the model gufm1 is how well it manages

to fit main field and secular variation data recorded at observatories. Here the main field

and secular variation from 5 observatories are plotted in figure (A.3) and figure (A.4)

respectively. The main field component typically has little scatter and gufm1 excellently

fits the signal at all the observatories considered. There is considerably more scatter in
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(a) Annual means at Fuquene (MF) (b) Annual means at Mauritius (MF)

(c) Annual means at Niemegk (MF) (d) Annual means at Tuscon (MF)

Figure A.3: Comparison of gufm1 and observatory annual means (main field).
Comparison of the main field predicted by the model gufm1 and annual means of the
main field components (X = −Bθ, Y = Bφ and Z = −Br) measured at observatories in
different locations (Fuquene, Mauritius, Niemegk and Tuscon). Observatory data were
obtained from the world data centre. The black squares, triangles and crosses are the
observatory annual means and the red line is the prediction of gufm1. There was a site
change in Mauritius in 1920, observatory results from both before and after the site
change are presented in (b).
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(a) Annual means at Fuquene (SV) (b) Annual means at Mauritius (SV)

(c) Annual means at Niemegk (SV) (d) Annual means at Tuscon (SV)

Figure A.4: Comparison of gufm1 and observatory annual means (SV).
Comparison of the secular variation (SV) predicted by the model gufm1 and annual

means of the secular variation components (Ẋ = −∂Bθ
∂t , Ẏ =

∂Bφ

∂t and Ż = −∂Br
∂t ) mea-

sured at observatories in different locations (Fuquene, Mauritius, Niemegk and Tuscon).
Observatory data were obtained from the world data centre. The green triangles are the
observatory annual means of secular variation and the yellow line is the prediction of
gufm1. Only results from the first observatory site on Mauritius are presented in (b).
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the secular variation observations, but gufm1 again does a good job of fitting the trend

in these data.

Comparison with direct, high quality observations magnetic field measurements at Earth’s

surface shows that gufm1 is an excellent description of the main field and its secular vari-

ation, giving confidence in its use in this thesis to analyse patterns of field evolution.

A.4 Limitations of gufm1

Although gufm1 is our most detailed picture of how the geomagnetic field has varied in

space and time over the past 400 years, it does have its limitations, in particular those

due to the changing quality and distribution of the available observations with time.

The mapping of surface observations down to the core surface means this variability is

manifested in the changing width of the resolving kernel (the filter through which we

must view the field at the CMB) with space and time. Backus et al. (1996) discusses

that inferences about the core field on spatial scales smaller than the area of averaging

kernel peak are impossible, referring to this as the circle of confusion. Jackson (1989)

has produced maps showing how the width of the averaging kernel varies with geograph-

ical position and finds it closely follows the density of observations, so for example in

1882.5 the width of the kernel varies from 11.5 degrees below Europe to 16.5 degrees

in Antarctica where there were no measurements. Animations of gufm1 show the field

model becomes increasingly complex as time passes, indicating a decrease in the circle of

confusion with time; the smallest features become visible especially in the last 20 years

when satellite data has become available.

The model gufm1 is ultimately constrained (even with perfect data coverage) by the limit

placed on spatial resolution by crustal field contamination. Unless a sensible method of

removing the crustal field from the signal can be found, our images of the magnetic field

at the core surface will always be limited to less than spherical harmonic degree l=12

(around 1800 km at the equator of the core surface), at which point the crustal field

begins to dominate, and where the field modelling strategy employed in gufm1 means

that regularisation rather than the fit to the data controls the field structure. In figure

A.5 the spatial, spherical harmonic power spectra (as defined by Lowes (1974)) is plotted

every 50 years to show how the information content of gufm1 changes with time — at

all epochs the power decays monotonically to less than 10−3% of the total power by

spherical harmonic degree 10. It is also clear that the more recent epochs contain more

power at lower harmonics than the older epochs. This is because of the requirement

that the models fit the data given the error estimates, therefore a larger misfit (hence

smoother model) is permitted when data errors are larger at earlier epochs. The subject

of absolute field amplitude errors inherent in the core surface field maps is troublesome.

Gubbins and Bloxham (1985) produced variance estimates for their radial magnetic field
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Figure A.5: Spherical harmonic power spectra from gufm1.
Lowes power spectra of gufm1 showing the change in spectral power at Earth’s surface of
the geomagnetic field field gufm1 and illusstrates limits to resolution imposed by damping
in order to prevent signal contamination by the crustal field.

models based on the error covariance matrix Ce and the asymptotic form of the model

covariance matrix Cm (where C−1
m = λSS

−1 + λTT
−1 in gufm1 ). Unfortunately, these

error estimates depend on the choice of damping parameters for which at present there is

no objective way of determining (the Ohmic heating bound suggests much weaker damp-

ing than is needed to suppress crustal fields — see Backus (1988)). The methodology

employed here solves the existence problem but not the uniqueness problem: as such it

appears difficult to place rigorous bounds on field amplitude errors.

Despite these limitations, gufm1 is undoubtedly a good model of how the magnetic field

at the core surface has changed over the past four hundred years. It is consistent with

a huge number of measurements and shows the continuous changes in space and time

expected of a real magnetic field. Core flow models derived from it can kinematically

account for observed changes in the length of day in the 20th century (Jackson et al.,

1993), an independent confirmation that the models are reasonable.

A.5 Griding of gufm1 for analysis on core surface

In order to carry out a space-time analysis of the magnetic field features in gufm1, the

spherical harmonic field model for V was used along with equation (A.8) to evaluate Br

on a regularly spaced grid in latitude, longitude and time on the core surface. The spatial

grid was chosen to be 2 degrees in latitude and longitude and 2 years in time. These are

both much finer scale then the original field model, ensuring that no information was

lost as a result of the griding procedure.
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Appendix B

The archeomagnetic field model CALS7K.1

B.1 Introduction

Knowledge of Earth’s magnetic field prior to direct human measurements (such as those

used to construct gufm1, see appendix A) comes from indirect sources, where the mag-

netic field in the past has been recorded either naturally during rock formation or ac-

cidentally as a by-product of early human activities such as pottery firing. CALS7K.1

(Korte and Constable, 2005; Korte et al., 2005) is a geomagnetic field model covering the

past seven millennia from 5000 B.C to 1950 A.D. During this interval sufficient spatial

and temporal coverage of indirect records exists to make feasible the construction of a

global time-dependent field model. In this appendix a brief survey of the data compi-

lation, the estimated data errors, field modelling assumptions and model characteristics

are given. For further details the comprehensive papers of Korte et al. (2005) which

describes the data compilation and Korte and Constable (2005) which describes the field

model should be consulted.

B.2 Data sources

The records of Earth’s magnetic field used to create CALS7K.1 come from,

• Detrital (depositional) Remanent Magnetization (DRM) of lake sediments (10637

declination, 12316 inclination)

• Thermal Remanent Magnetization (TRM) of archaeological artifacts and lavas

(2443 declination, 3769 inclination, 3488 intensity).

For detailed discussions of DRM and TRM and the problems associated with determining

the remanent magnetic field in each case, the reader should consult Butler (1992).
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B.3 Spatial and temporal distribution of data

The spatial distribution of the records used in constructing CALS7K.1 are highly het-

erogeneous. The most serious shortcoming is the under-representation of the southern

hemisphere, particularly in archeomagnetic and lava data constraining intensity (only

12738 measurements are from the southern hemisphere and only 228 of these are in-

tensity measurements, of 64706 measurements in total of which 3188 are measurements

of intensity). This is because there are very few records from Africa, South America

and oceanic locations. In contrast, Europe is over-represented, especially in terms of

archeomagnetic data. In figure B.1 the concentration of data as a function of position

at Earth’s surface is plotted along with the locations of the lakes and average locations

of the archeomagnetic sites.
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Figure 1: Locations of the global compilation of archeo- and paleomagnetic data. Sites of

lakes (a), of archeomagnetic directional data (b) and of archeomagnetic intensity data (c).

On the left locations of the lakes and average locations of the archeomagnetic regions are

plotted, while on the right the concentration of data is contoured (see section 4 for details).

data, while for other regions, particularly the whole southern hemisphere, data are scarce.
Consequently the region files, in which the data are grouped do not cover equal areas.
For example we chose to have individual files for several parts of Europe, while there is
only one file for both Australia and New Zealand, in order to find a compromise between
geographic area covered and amount of data in one file. We do not want the number of
data in one file to be too large nor too small for easy visual comparison. Figure 1 shows
the locations of the lakes and average locations of the archeomagnetic regions given in the
tables with contour plots of the concentration of data according to location.

9

Figure B.1: Spatial locations and concentration of data in CALS7K.1.
Locations of the global compilation of archeomagnetic and paleomagnetic data used in
the construction of CALS7K.1 (from Korte et al. (2005)). Sites of lakes are shown in (a),
of the archeomagnetic directional data in (b) and of the archeomagnetic intensity data in
(c). In the left column the locations of lakes and average locations of the archeomagnetic
regions are plotted, while on the right the log of the concentration of data is contoured
(concentration is calculated by representing each datum location by a Fisherian proba-
bility density function centred on the data location with an angular standard deviation
of 2.6 degrees; the integral of the concentration over the Earth’s surface yields the total
number of data points— see Korte et al. (2005) for further details.)
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Temporal resolution and coverage of the data also varies greatly, with the archeomagnetic

data worse at earlier times. As an illustration of the changes in the temporal distribution

of data the number of lake sediment and archeomagnetic declination and inclination data

per 100 years are plotted for different regions in figure B.2. The archeomagnetic intensity

data follow similar trends. The increase in the number of European data as time goes

on is particularly striking.
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Figure 2: Histograms of declination (left) and inclination (right) data through time. Black

are lake sediment data, red archeomagnetic data. Note the different scales on the y-axes.

17

Figure B.2: Temporal distribution of declination, inclination in CALS7K.1.
Histograms of declination (left) and inclination (right) data through time in 100 year
bins. Black are lake sediment data, red are archeomagnetic data. Note the different
scales on the y-axes (from Korte et al. (2005)).
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B.4 Uncertainty estimates

To take into account the reliability of data when performing global geomagnetic field

modelling it is necessary to weight data according to uncertainty estimates that are in-

ternally consistent within the dataset. Unfortunately the original error estimates of the

data were not found to be consistent, so new criteria for determining errors were em-

ployed. Minimum directional uncertainty estimates of 2.5◦ for inclination and 3.5◦ for

declination with archeomagnetic data and 3.5◦ for inclination and 5.0◦ for declination

with lake sediment data were used because in previous studies (Constable et al., 2000;

Korte and Constable, 2003) these uncertainties have allowed construction of smooth

global models that satisfactorily fit the data. If original error estimates (often a 95 per-

cent confidence cone calculated around a mean direction from independent measurements

at a given site (α95), rescaled to give standard deviations of the uncertainty (see Korte

et al. (2005)) were greater than the minimum estimates then these were used instead.

Error estimates for the archeomagnetic intensity data were assigned by allocating each

measurement to a category based on a selection criteria that is a combination of the

methodology employed, the dispersion of the mean and whether alteration tests were

carried out. The classification and the associated errors estimates were then (i) reli-

able: 6 to 10 percent relative error, (ii) reliable but dispersed: original dispersion greater

than 10 percent retained, (iii) less reliable: minimum relative error of 20 percent, or the

original dispersion estimate if this was larger.

In addition, errors in dating were taken into account by increasing the data uncertainties

by the measurement error that would result from the dating uncertainty as calculated

using simple linear models of secular variation derived from recent global models. If

dating uncertainty was estimated to be less than 10 years, then no additional error was

added. If the dating uncertainty was 10 to 50 years an inclination error of 0.5◦ was

added, a declination error of 1.5◦ was added and intensity error of 1.5µT was added. For

age uncertainties of 50 to 100 years, 1◦ inclination, 3◦ declination and intensity 2.5µT

errors were added. For age uncertainties of 100 to 500 years errors of 2◦ inclination,

6◦ declination and intensity 5µT were added. For dating errors estimated to be greater

than 500 years, the data were rejected. Similarly, location uncertainties for sites of the

archeomagnetic data from compilations were taken into account as additional measure-

ment errors using a linear model for gradients of magnetic field elements, so each 1◦

latitude error corresponded to an additional error of 1◦ in inclination, 0.3◦ in declination

and 0.5µT in intensity while each 1◦ longitude error corresponded to an additional error

of 0.5◦ in inclination, 0.5◦ in declination and 0.25µT in intensity.

The resulting average error estimates calculated from all the data used in the modelling

were 4.0◦ in inclination, 6.7◦ in declination and 11µT in intensity.
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B.5 Field modelling methodology

The method of regularised inversion of geomagnetic observations to obtain a spatially

and temporally smooth, continuous model of the global magnetic field at the core sur-

face as applied by Bloxham and Jackson (1992) and Jackson et al. (2000) to historical

data and by Korte and Constable (2003) to a preliminary archeomagnetic and lake sed-

iment dataset was applied to the dataset described above in order to obtain the model

CALS7K.1. A mathematical description of the methodology can be found in appendix

A. The data are weighted by the error estimates described above and the RMS misfits

of the model to the data (normalised by the errors and number of data) are calculated.

The model is a spherical harmonic expansion up to degree and order 10 in space and cubic

B-splines in time, with node spacing of 60 years. The Ohmic heating bound of Gubbins

(1975) is used for the spatial norm, while the temporal norm is the integral of the second

derivative of Br over the core surface. The lack of intensity data was compensated for

by (i) the introduction of an artificial multiplicative weighting for the intensity data

(ii) retaining an additional constraint (with an associated weighting factor) on the axial

dipole by including a simple model for g0
1 (see Korte and Constable (2003)) as additional

data. These 4 parameters must be specified in such a way that the most geophysically

reasonable model is arrived at. The spatial damping is chosen to be the minimum that

gives a Br that is predominantly dipolar, the temporal damping is chosen to be the

lowest value which eliminates temporal variations on time scales shorter than 100 years.

The weighting factor for the intensity data and the factor for the axial dipole constraint

are picked so that all data types are fitted well within their estimated uncertainties. A

weighting factor of 2 is found to minimise the total RMS misfit, while retaining the axial

dipole constraint with low weighting factor of 0.001 can increase the overall misfit, and

particularly the misfit to the intensity data.

The solution to the inverse problem obtained in this way is clearly non-unique, and relies

upon the subjective choice of both the regularisation norms and the damping parameters.

The strategy employed was to try to find the simplest possible model that fitted the data

to its estimated accuracy. However, with the archeomagnetic and lake sediment data, the

uncertainties in the data are very difficult to estimate accurately, and as a result the final

models did not yield a misfit to within the desired tolerance. The model residuals from

initial attempts at modelling were examined and it was found that compared to a normal

distribution many of the data were not satisfactorily fit and outliers were present. The

data that could not be fit by the initial model to within two times the average uncertainty

of the original dataset were rejected and the model recalculated. After this procedure,

the remaining data could be fitted to within the estimated tolerance by the new model,

with the distribution of the residuals being much closer to a normal distribution. It was

found at this stage that the use of an axial dipole constraint no longer influenced the

model, so it was removed, yielding the final preferred model referred to as CALS7K.1.
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B.6 Characteristics and evaluation of the model CALS7K.1

An RMS misfit of 1.00 was achieved for the model CALS7K.1 after data rejection, using

a spatial damping parameter of 3 ×10−7nT−2 (spatial norm was 40 × 109nT2) and a

temporal damping parameter of 5×10−1nT−2yr4 (temporal norm was 63×103nT2yr−4).

The best way of assessing the success of a model is to compare its predictions to the

original data. This has been carried out by Korte and Constable (2005) with lake

sediment data and archeomagnetic data at a number of sites. In general the fit of

the model to the data was found to be good, though there are some discrepancies, for

example in Lake Baikal in Japan where not even the trend was been well captured,

suggesting that this record may have some serious errors. The good fit of the model

to records in the Southern hemisphere was particularly encouraging, given the sparse

nature of data coverage there.

B.7 Griding of CALS7K.1 for analysis on core surface

In order to carry out a space-time analysis of field features in CALS7K.1, the spherical

harmonic field model for the magnetic potential V supplied by Monika Korte (personal

communication July 2004) was used along with equations (A.8)-(A.17) to evaluate Br

on a regularly spaced grid in latitude, longitude and time at the core surface.

In all cases a grid of spacing 2 degrees in longitude by 2 degrees in latitude was used.

This is considerably smaller then the resolution of a degree 10 spherical harmonic model,

ensuring that no information was lost through the griding procedure.

For comparison to gufm1 a subset of CALS7K.1 running from 1600A.D to 1950A.D

(called CALS7K.1h) was gridded with a temporal spacing of 2 years. This is obviously

much higher than the temporal resolution in CALS7K.1, but facilitates straightforward

comparisons with the historical record. When studying the full span of CALS7K.1 a

temporal spacing of 25 years was employed, again significantly less than the resolution

of CALS7K.1. The study of the interval from 2000B.C to 1700A.D. employs a 25 year

grid spacing.
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Appendix C

A 3D, convection-driven, spherical shell
dynamo model (MAGIC)

C.1 Introduction

In chapter 5 results from runs of the Wicht (2002) model of time dependent, 3D, Boussi-

nesq thermal convection and magnetic field generation in an electrically conducting fluid

contained in a spherical shell geometry (known as MAGIC) are analysed. MAGIC is

designed to simulate as well as possible the geodynamo process thought to be operating

in Earth’s outer core given current computational limits. In this appendix, the model

equations, boundary conditions and numerics of MAGIC are summarised, the parame-

ters of the runs examined in this thesis are detailed, and possible scalings to Earth’s core

and the problems associated with such scalings are discussed.

C.2 Model equations and boundary conditions

MAGIC is described in detail by Wicht (2002), here the important details are collected

for completeness. The non-dimensionalised equations of Boussinesq convection of an

electrically conducting fluid in the presence of a magnetic field used in MAGIC are

E

(
∂u

∂t
+ (u · ∇)u −∇2u

)
+ 2(ẑ ×u) +∇P =

1

Prm
((∇×B)×B) +RamT

r

r0
, (C.1)

∂B

∂t
= ∇× (u × B) +

1

Prm
∇2B, (C.2)

∂T

∂t
= −(u · ∇)T +

1

Pr
∇2T, (C.3)

∇ · u = 0, ∇ · B = 0. (C.4)

Non-dimensionalised was carried out using the viscous diffusion timescale of D2

ν (where

D = r0−ri where r0 is the radius of the outer shell and ri is the radius of the inner shell),

and measuring the magnetic field in units of
(
ρ0Ω
σ

)1/2
(where σ = µ0η is the electrical
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conductivity) and the temperature in units of the temperature difference across the

spherical shell (∆T ). Detailed derivations of these governing equations and the meanings

of the various symbols can be found in appendix D. When discussing MAGIC and the

results obtained from it, the definitions of the non-dimensional numbers defined in Wicht

(2002) will be employed

E =
ν

ΩD2
, P r =

ν

κ
, Prm =

ν

η
, Ram =

αg0∆TD

νΩ
, (C.5)

where g0 is the gravity field at the outer boundary. These are the same as those de-

scribed in appendix D except that the Ekman number E is a factor 2 larger and Ram

is a differential heating Rayleigh number that has been modified by multiplying by the

Ekman number and dividing by the Prandtl number.

The governing equations are solved in the geometry of a rigid spherical fluid shell sur-

rounding a solid inner core with the same electrical conductivity as the fluid. The inner

core is free to rotate under mechanical and electrical torques (with no slip boundary

conditions). The magnetic field in the inner core is determined by the diffusion of the

time-dependent magnetic field from the fluid region. Rigid, no-slip boundary conditions

are applied to the velocity field of the fluid at both boundaries and electrically insulating

boundary conditions are applied to the magnetic field at the outer boundary. Both the

inner and outer boundaries are held at fixed temperatures.

MAGIC does not use the controversial hyperdiffusion parameterisation of sub-grid scale

effects (see Glatzmaier and Roberts (1995) and Zhang and Jones (1997) for discussions

of this approach) and does not incorporate inhomogeneous thermal boundary conditions

(see, for example, Gibbons and Gubbins (2000) or Christensen and Olson (2003)).

C.3 Numerical solution

The numerical method used to solve this system is based on the pseudo-spectral method

in spherical coordinates developed by Glatzmaier (1984) that has been used in a num-

ber of recent 3D studies of the geodynamo (see, for example, Glatzmaier and Roberts

(1995) or Olson et al. (1999)). The velocity and magnetic field are expressed in terms

of poloidal and toroidal scalars, ensuring that the solenoidal conditions on u and B are

automatically satisfied

u = ∇× (∇× f r̂) + ∇× er̂ (C.6)

B = ∇× (∇× hr̂) + ∇× gr̂ (C.7)

The scalar fields are then expanded in terms of Chebyshev polynomials as a function of

the transformed radial variable ( 2(r−ri)
r0−ri

− 1) and truncated at degree Nx, and in terms

of complex surface spherical harmonics in co-latitude θ and longitude φ, truncated at

degree L, so for example the toroidal scalar for the velocity field in the fluid spherical
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shell is represented as

e(r, θ, φ) =
n=N∑

n=0

l=L∑

l=0

m=l∑

m=−l

enlmTn(
2(r − ri)

r0 − ri
− 1)Plm(cos θ)eimφ, (C.8)

where Tn is a Chebyshev polynomial of degree n and Plm is an associated Legendre

function of degree l and order m. To ensure continuity and differentiability at the origin,

fields in the inner core are represented instead by schemes such as

ei(r, θ, φ) =

n=N i∑

n=0

l=L∑

l=0

m=l∑

m=−l

einlm

(
r

ri

)l+1

T2n

(
2(r − ri)

r0 − ri
− 1

)
Plm(cos θ)eimφ. (C.9)

A mixed implicit/explicit algorithm is used to timestep the system of governing equa-

tions. Non-linear inertial terms and Coriolis terms are calculated explicitly by trans-

forming from spectral to physical space and back using fast Fourier transforms for the

azimuthal representation, Gauss-Legendre integration to deal with the latitude depen-

dence and a fast cosine transform to transform the Chebyshev polynomials on a suitably

chosen radial grid. Further details can be found in Wicht (2002), Glatzmaier (1984),

Glatzmaier and Roberts (1995) and Christensen et al. (1999).

The MAGIC code has reproduced the numerical benchmark solution reported by Chris-

tensen et al. (2001) and the version with a finitely conducting, rotating inner core has

been successful benchmarked against other schemes (A. Willis, personal communication,

December 2004). The truncation parameters are chosen so that the magnetic and ki-

netic energy associated with the highest spherical harmonic degrees is several orders of

magnitude lower than the peak energy in the spectrum (a good indicator of convergence)

while the time-step is chosen adaptively to ensure optimal efficiency. The solutions for

each set of parameters are determined after several magnetic diffusion times, after all

transient effects have decayed. The initial conditions used are those of previous runs at

nearby parameter values.

C.4 Parameters of models studied

Two solutions generated by Johannes Wicht using the model MAGIC (personal commu-

nications August 2004, November 2004) are analysed in Chapter 5 of this thesis. Model

DYN1 is a high Ekman number case (E=2×10−2) with relatively low magnetic Reynolds

number Rm = URMSD/η ∼ 100 (this non-dimensional number quantifies the ratio of the

amount of magnetic field change caused by advection to the amount of magnetic field

change caused by magnetic diffusion), while model DYN2 is a lower Ekman number case

(E=3× 10−4) with larger Rm ∼ 500. The precise parameter values and a comparison to

the estimated parameters in Earth’s core are listed in Table C.1.

In model DYN1 the length scales of convection and magnetic fields are relatively large

so that when the model is truncated at degree L=32 little power is found spherical
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Parameter Model 1 Model 2 Earth(laminar) Earth(turbulent)

Ekman No. (E) 2 ×10−2 3×10−4 10−16 10−9

Modified Rayleigh No. (Ram = ERa
Pr

) 3×102 9×102 1015 (1024) 103 (106)
Prandtl No. (Pr) 1 1 0.1 1

Magnetic Prandtl No. (Prm) 10 3 10−6 1
Magnetic Reynolds No. (Rm) 100 500 ∼ 1200 ∼ 1200

Table C.1: Parameters of dynamo models and estimates for Earth’s core.
The non-dimensional parameters specifying the regime of the 3D convective dynamo
models whose output is analysed in Chapter 5 and estimated parameters for the Earth’s
liquid iron outer core using typical estimates of the molecular diffusivities at core pres-
sures and temperatures from Table 1 of Gubbins (2000) (ν = 10−6 mboxm2 s−1, κ =
8.6 × 10−6 m2 s−1, η = 1.6 m2 s−1) and the turbulent viscosity and thermal diffusivities
νt = κt = η = 1.6 m2 s−1. This crude parameterisation of the effect of small scale tur-
bulent eddies on the thermal and viscous diffusion is discussed in detail by Roberts and
Glatzmaier (2000a). Estimates for the modified Rayleigh number due to thermal convec-
tion also come from Gubbins (2000), estimates for the Rayleigh numbers appropriate for
compositional convection are given in brackets. The estimates of the magnetic Reynolds
number in the core are based on the estimates of Christensen and Tilgner (2004).

harmonic degrees greater than 10. In contrast for Model DYN2 the flow and magnetic

field features are much smaller scale and a truncation level of L=85 is necessary for

convergence. Since such small scales are masked by crustal effects (Langel and Hinze,

1998) when Earth’s magnetic field is observed from its surface, a version of Model DYN2

(called Model DYN2d) that only includes the power up to spherical harmonic degree 14,

(with degrees 13 and 14 progressively damped) was also studied.

C.5 Relating geodynamo model output to the Earth: problems with

time scales

The convection driven geodynamo model MAGIC encapsulates the leading order phys-

ical processes believed to be operating in Earth’s core and thought to be involved in

generating Earth’s magnetic field. Can it therefore be used to improve knowledge of the

mechanisms underlying the observed magnetic field change at the core surface?

The first step towards answering this question involves determining whether the patterns

of field change produced by the model have the same character as geomagnetic secular

variation. In order to compare the form of observed secular variation to that seen in

the model, the scales of length, time and magnetic field must be re-scaled from the non-

dimensional numbers output by the model, to the scales appropriate for the Earth. This

can be achieved by using estimates of the physical properties thought to be present in

Earth’s core to determine the relevant scales of shell thickness

D = r0 − ri = 3480km − 1220km ∼ 2.3 × 106 m (C.10)
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magnetic diffusion time

τη =
D2

η
= (2.3 × 106)2 m2 · 4π × 10−7 T2 m2 kg−1 s2 · 5 × 105 T−2 kgs−1

= 3.3 × 1012s ∼ 105 yrs, (C.11)

and magnetic field strength

B =

(
ρΩ

σ

)1/2

=

(
104kg · 7.3 × 10−5 s−1

5 × 105 T−2 kgs−1

)1/2

∼ 1.2 × 10−3 T. (C.12)

These factors can then be used to transform the model output to a dimensional form

that can be compared and contrasted with observations as has been done by several

previous workers (see for example Kuang and Bloxham (1998), Christensen and Olson

(2003), Dumberry and Bloxham (2003) and Wicht and Olson (2004)).

Although a dimensionally correct approach, the results obtained using this procedure

must be interpreted with care, and it should always be remembered that the time scales of

dynamic processes in the model may not be comparable to those present in Earth’s core.

As discussed by Jones (2000), Dormy et al. (2000) and Hollerbach (2003), the problem

in time scale interpretation arises because the non-dimensional parameters are ratios of

the natural time scales of the system. In particular, E (the parameter that the model

has most seriously wrong) can be interpreted as the ratio of the rotational to the viscous

diffusion time scale. Therefore dynamic mechanisms associated with the rotation time

scale in Earth’s core will have very different time scales in redimensionalised model years.

For example, inertial waves typically have periods on the order of a day in Earth’s core

but will have periods of around 100 re-dimensionalised years in the case of Model DYN2,

because the ratio of the rotational time scale to the magnetic diffusion time scale (that

equals the viscous diffusion time scale when Pr=1) is a factor of 105 too large in Model

2 compared to the Earth’s core (turbulent case). Even worse, the dynamical balance

producing fluid motions could be very different in the models than is the case in Earth’s

core (especially viscous effects will unrealistically large), again leading to changes in the

characteristic time scales and damping of dynamics (Dumberry and Bloxham, 2003).

Only if the models get the leading order force balance involved in a particular dynamic

mechanism correct, and if the characteristic time scale of that mechanism is independent

of the control parameters would direct comparisons of the space-time characteristics of

geodynamo model output and the space-time characteristics of Earth’s magnetic field be

meaningful. It is for this reason that we prefer to leave the time scales in Chapter 5 in

terms of the non-dimensional magnetic diffusion time scale.

Nonetheless, analysis of geodynamo model output provides invaluable information (espe-

cially regarding the mechanisms producing magnetic field evolution at the outer surface

of its generation region inside a rotating fluid) that cannot be obtained from any other

source. These models are potential very useful tools provided that their limitations are

borne in mind.
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Appendix D

Equations governing hydromagnetic waves
in Earth’s outer core

D.1 Boussinesq hydromagnetic equations for convection in a rotating

fluid

Quantitative modelling of hydromagnetic waves in Earth’s outer core requires equations

encapsulating the physical laws governing the fluid dynamics of a rotating, electrical

conducting liquid in a spherical container with a magnetic field present. The relevant

laws are the conservation of mass, momentum and energy along with the principles

of electromagnetism (for the background to these laws consult, for example, Feynman

et al. (1963); Longair (2003)). A suitable system incorporating these principles but

making reasonable simplifying assumptions1 is the system of Boussinesq, hydromagnetic

equations for a rotating fluid. A comprehensive and rigorous derivation of these equations

detailing the assumptions involved can be found in Chandrasekhar (1961). A discussion

of the applicability of this system to modelling the dynamics of Earth’s core can be found

in Gubbins and Roberts (1987).

In this thesis, ρ0 is taken to represent the leading order, constant density of the fluid, u

the velocity field, Ω the angular rotation rate of the fluid, P the combined mechanical

and centrifugal pressures, α the coefficient of volume expansion, T the temperature field,

g the gravitational acceleration, µ0 the magnetic permeability of a material that is not

permanently magnetised, B the magnetic flux density (commonly called the magnetic

field), ν the kinematic viscosity, κ the thermal diffusivity, ε = JH
ρ0Cp

where JH is the inter-

nal heating rate per unit volume and Cp is the heat capacity at constant pressure, and η

the magnetic diffusivity where η = 1
µ0σ

and σ is the electrical conductivity. The Boussi-

1These include assuming the fluid to be homogeneous, isotropic, incompressible except with regard
to the action of the buoyancy force, and that it exhibits Newtonian viscosity. Motion is driven by
uniform internal heating per unit volume and mechanical and joule heating effects are ignored in the
heat equation. The MHD approximation is also made, neglecting relativistic effects and influence of
displacement currents in Maxwell’s equations, leading to the induction equation.
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nesq hydromagnetic equations for a rotating fluid are then the Navier-Stokes equation

expressing conservation of momentum

ρ0

[
∂u

∂t
+ (u · ∇)u

]
+2ρ0(Ω×u) = −∇P −ρ0αTg +

1

µ0
(∇×B)×B +ρ0ν∇2u, (D.1)

the Boussinesq heat equation expressing conservation of energy

∂T

∂t
+ (u · ∇)T = κ∇2T + ε, (D.2)

the magnetic induction equation derived from Maxwell’s equations

∂B

∂t
= ∇× (u × B) + η∇2B, (D.3)

the incompressibility condition

∇ · u = 0, (D.4)

and the solenoidal condition for no magnetic monopoles

∇ · B = 0. (D.5)

D.2 Linearised governing equations

The properties of small, time dependent perturbations to a background state of this

system (defined in terms of an imposed velocity field U 0, temperature field T0, mag-

netic field B0, and associated pressure field P0) can be determined by substituting the

expressions

u = U0 + u′ where |u′| << |U0|
T = T0 + Θ where |Θ| << |T0|
B = B0 + b′ where |b′| << |B0|
P = P0 + P ′ where |P ′| << |P0|

(D.6)

into equations (D.1) to (D.3). Retaining only the leading order terms, the equations

determining the steady basic state are

ρ0(U0 · ∇)U0 + 2ρ0(Ω× U0) = −∇P0 − αT0g +
1

µ0
(∇× B0) ×B0 + ρ0ν∇2U0, (D.7)

(U 0 · ∇)T0 = κ∇2T0 + ε, (D.8)

∇× (U 0 × B0) = −η∇2B0. (D.9)

Subtracting this basic state and retaining only the remaining terms that are first order in

the perturbation variables, the equations governing the evolution of small perturbations

are

ρ0
∂u′

∂t
+ ρ0(u

′ · ∇)U0 + ρ0(U0 · ∇)u′ + 2ρ0(Ω× u′)

= −∇P ′ − ρ0αΘg +
1

µ0
(∇× b′) × B0 +

1

µ0
(∇× B0) × b′ + ρ0ν∇2u′, (D.10)
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∂Θ

∂t
+ (U0 · ∇)Θ + (u′ · ∇)T0 = κ∇2Θ, (D.11)

∂b′

∂t
= ∇× (U0 × b′) + ∇× (u′ × B0) + η∇2b′, (D.12)

In the special case that B0 is a force free field (i.e. (∇×B0)×B0 = 0) then U 0 = 0 is a

solution to the steady state balance, (∇×b′)×B0+(∇×B0)×b′ = (B0 ·∇)b′+(b′ ·∇)B0

and the perturbation equations with (u′, b′, P’) relabelled as (u, b, P) for notational

convenience become

ρ0
∂u

∂t
+ 2ρ0(Ω× u) = −∇P − ρ0αΘg +

1

µ0
[(B0 · ∇)b + (b · ∇)B0] + ρ0ν∇2u, (D.13)

∂Θ

∂t
+ (u · ∇)T0 = κ∇2Θ, (D.14)

∂b

∂t
= ∇× (u × B0) + η∇2b, (D.15)

∇ · u = 0, (D.16)

∇ · b = 0. (D.17)

D.3 Non-dimensionalisation using the viscous time scale

It is useful to group the physical parameters into a minimal number of non-dimensional

quantities which then control the dynamics of the solution. In this thesis a non-dimensionalisation

based on the viscous diffusion time scale (τν =
d20
ν ) that facilitates straightforward com-

parison to non-magnetic convection is adopted. This requires that variables are re-scaled

as follows

∇ → ∇
d0
, t→ d2

0

ν
t, u → ν

d0
u, b → B0ν

η
b, Θ → |∇T0|d0ν

κ
Θ, p→ 2Ωνp. (D.18)

The governing equations then become

E

(
∂

∂t
−∇2

)
u + (Ω̂× u) = −∇P −ERaΘĝ + Λ

[
(B̂0 · ∇)b + (b · ∇)B̂0

]
, (D.19)

(
∇2 − Pr

∂

∂t

)
Θ = u · ∇̂T0, (D.20)

(
∇2 − Prm

∂

∂t

)
b = ∇× (u × B̂0). (D.21)

along with the incompressibility condition on u and the solenoidal condition on b and

where ĝ is a unit vector in the direction of the gravitation acceleration (except in the

case of a sphere2) and Ω̂ is a unit vector in the direction of the rotation axis, B̂0 is a

2The definition of the Rayleigh number used here (see equation (D.26)) is that of the conventional

internal heating Rayleigh number which for a plane layer problem is Ra =
γαβ′d4

0

κν
(Chandrasekhar, 1961)

with β’ the magnitude of the temperature gradient (|∇T0| = β′) and γ the magnitude of the gravitational
force (|g| = γ). However, in a self-gravitating sphere (d0 = r0) with uniform internal heating per unit
volume the expressions for the gravitational force and temperature gradient become g = γr0r and
∇T0 = −β′r0r where r varies between 0 and 1. Taking the magnitudes of the gravitational force and the
temperature gradient appearing in Ra to be those at the outer boundary where |r|=1, leads to a revised

expression for the internal heating Rayleigh number containing an additional factor r2
0 (Ra =

γαβ′d6

0

κν
)

which is used in chapter 7.
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unit vector in the direction of the background magnetic field and ∇̂T0 is a unit vector

in the direction of the background temperature gradient. The non dimensional control

parameters are

Λ =
B2

0

2Ωµρ0η
=

Magnetic diffusion time scale

MC timescale
(Elsasser No.) (D.22)

Pr =
ν

κ
=

Thermal diffusion time scale

Viscous diffusion time scale
(Prandtl No.), (D.23)

Prm =
ν

η
=

Magnetic diffusion time scale

Viscous diffusion time scale
(Magnetic Prandtl No.) (D.24)

E =
ν

2Ωd0
2 =

Rotational time scale

Viscous diffusion time scale
(Ekman No.), (D.25)

Ra =
|g|α |∇T0| d4

0

κν
=

Time scale for buoyant motion of viscous fluid

Thermal diffusion time scale
(Rayleigh No.),

(D.26)

The Prandtl number and the magnetic Prandtl number are material properties of the

fluid (perhaps adjusted if turbulence dominates transport and eddy diffusion become

important — see the discussion in (Roberts and Glatzmaier, 2000a)). For a particular

fluid, the Ekman number is determined by the rotation rate of the fluid, the Elsasser

number depends on the strength on the imposed magnetic field and the Rayleigh number

depends on the temperature gradient driving convection.
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Appendix E

Equatorial symmetry considerations in
spherical geometry

E.1 Overview

In this appendix, the issue of equatorial symmetry in rotating spherical geometry is

discussed following the notation of Gubbins and Zhang (1993) and Sarson (1994). The

equatorial symmetries possible for linear hydromagnetic waves in this geometry are doc-

umented and the relationship between the equatorial symmetry of the Br observed at

Earth’s core surface and the equatorial symmetry of flows within Earth’s core is dis-

cussed.

E.2 Equatorial symmetry operations

The discussion here is based around spherical polar coordinates (r, θ, φ), with rotation

understood to occur about the z axis where θ = 0 and the x, y coordinates referring to

positions the plane perpendicular to the rotation axis (see (Arfken, 1985) for a discussion

of transformations between different coordinate systems).

Reflection in the equatorial (xy) plane in spherical polar coordinates (r, θ, φ) involves

the transformation θ → π − θ and is denoted by the symbol E. ES denotes symmetry1

with respect to this operation while EA denotes antisymmetry. Thus for a scalar field s

ES ⇐⇒ s(r, θ, φ) = s(r, π − θ, φ), (E.1)

EA ⇐⇒ s(r, θ, φ) = −s(r, π − θ, φ), (E.2)

1There has been some confusion over the definition of equatorial symmetry in the literature concerning
thermal convection in rapidly rotating sphere because in the seminal paper of Busse (1970) vector velocity
fields u with ES symmetry are referred to as having ’odd’ symmetry because uz(r, θ, φ) = −uz(r, π−θ, φ).
In this thesis such modes are referred to as equatorially symmetric.



275 Appendix E — Symmetry

while for a vector field V = (Vr, Vθ, Vφ)

ES ⇐⇒ [Vr, Vθ, Vφ](r, θ, φ) = [Vr,−Vθ, Vφ](r, π − θ, φ), (E.3)

EA ⇐⇒ [Vr, Vθ, Vφ](r, θ, φ) = [−Vr, Vθ,−Vφ](r, π − θ, φ). (E.4)

The antisymmetric behaviour of the θ component arises from the inversion of the θ com-

ponent during the E transformation, as can be seen by considering how the coordinate

system changes under this transformation.

In order to determine allowed combinations of equatorial symmetries for fields in a sys-

tem of interest (whose mathematical governing equations are known), it is necessary to

determine how relevant combinations of differential operators, vector operators, scalar

fields and vector fields behave under the equatorial symmetry transformation

The binary vector operators have the properties

a · b = aibi ⇐⇒ ES , a× b = εijkajbk ⇐⇒ EA, (E.5)

where εijk is the isotropic alternating tensor, itself reflectionally antisymmetric (see, for

example, Arfken (1985)).

The operator E involves θ → π − θ, so that dθ → −dθ. Differential operators therefore

have the symmetries

∂

∂r
⇐⇒ ES ,

∂

∂θ
⇐⇒ EA,

∂

∂φ
⇐⇒ ES . (E.6)

It is now also possible to establish the symmetry of vector differential operators

∇ ⇐⇒ ES , ∇· ⇐⇒ ES , ∇× ⇐⇒ EA, ∇2 ⇐⇒ ES . (E.7)

The rules for calculating the symmetry of compounds of variables and operators is anal-

ogous to calculating the resultant parity of a product of algebraic terms, each of which

is either positive or negative, but now the operator itself can have a parity, with the

multiplication operator always positive. For example, considering an ES scalar s, an EA

scalar a, an ES vector Vs and an EA vector Va then

Va ·Va ⇐⇒ ES , Va ·Vs ⇐⇒ EA, Vs ×Vs ⇐⇒ EA, Vs ×Va ⇐⇒ ES ,

(E.8)

and ∇ · Va ⇐⇒ EA, ∇s ⇐⇒ ES , ∇×Vs ⇐⇒ EA. ∇×Va ⇐⇒ ES .

(E.9)

It should also be noted that any scalar or vector quantity can be decomposed into ES

and EA parts: for an arbitrary vector Q, if Q′ = ESQ then the quantity QS = 1
2(Q+Q′)

is ES and QA = 1
2 (Q−Q′) is EA and Q = (QA + QS) is the required decomposition.
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E.3 Symmetry in linear models of thermally-driven hydromagnetic waves

Having established the equatorial symmetry properties of the operators of interest, rela-

tions between the symmetries of the perturbations to the velocity field u, the magnetic

field b and the temperature field Θ associated with hydromagnetic waves can now be

established. The linearised momentum, induction and heat equations (see appendix ??)

governing hydromagnetic waves are

E

(
∂

∂t
−∇2

)
u + (ẑ × u) = −∇P +ERaΘr + Λ

[
(B̂0 · ∇)b + (b · ∇)B̂0

]
, (E.10)

(
∇2 − Prm

∂

∂t

)
b = ∇× (u × B̂0), (E.11)

(
∇2 − Pr

∂

∂t

)
Θ = −r · u, (E.12)

The link between the equatorial symmetry of b and u can be established by considering

the induction equation (E.11). All terms in the equation must have the same equatorial

symmetry. Therefore because (∇2 − Prm
∂
∂t) is ES , b must have the same symmetry as

∇× (u× B̂0). Since ∇× and × are both EA this means that b and the product of u and

B̂0 will have the same equatorial symmetry. Therefore if B̂0 is ES , u and b will have

the same equatorial symmetry, while if B̂0 is EA, u and b will have different equatorial

symmetry.

A similar link between Θ and u can be found by considering the heat equation (E.12).

Because (∇2−Pr ∂∂t) is ES , and −r· is ES , u and Θ will always have the same equatorial

symmetry. The relation between the equatorial symmetry of Θ and b is therefore also

that they will be the same symmetry if B̂0 is ES and the opposite symmetry if B̂0 is

EA. Substituting these symmetry relations into the momentum equation (E.10) shows

that these are indeed the required relations between the symmetries of the perturbation

fields.

At the onset of thermal convection, magneto-convection or magnetic instability in a

rapidly rotating sphere, wave flows u and the associated temperature perturbations Θ

are always found to have ES symmetry (Busse, 1970; Fearn, 1979b; Zhang and Fearn,

1995) as a result of the preference for fluid motions to be invariant parallel to the rotation

axis in rapidly rotating fluid. The appropriate symmetries of u and Θ are then

[ur, uθ, uφ](r, θ, φ) = [ur,−uθ, uφ](r, π − θ, φ) ⇐⇒ ES , (E.13)

Θ(r, θ, φ) = Θ(r, π − θ, φ) ⇐⇒ ES . (E.14)

Assuming this is the case, there are two possible equatorial symmetries of the accompa-

nying b depending on the choice of B̂0. If B̂0 is ES (as is the Malkus field, see results

in chapter 7) then

[br, bθ, bφ](r, θ, φ) = [br,−bθ, bφ](r, π − θ, φ) ⇐⇒ ES . (E.15)
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On the other hand if B̂0 is EA as simple αω dynamo theory suggests should be the case

to obtain an EA poloidal magnetic field (see Fearn and Proctor (1983), Zhang (1995)

and Longbottom et al. (1995)) then

[Br, Bθ, Bφ](r, θ, φ) = [−Br, Bθ,−Bφ](r, π − θ, φ) ⇐⇒ EA. (E.16)

Attention in this thesis has focused on the simpler ES symmetry of magnetic fields,

future work should address the EA symmetry in more detail.

As well as giving insight into the physical processes involved in pattern formation, knowl-

edge of the symmetry properties of solutions can lead to substantial computational sav-

ings — this is because certain combinations of fields are disallowed, so need not be

considered in the computations. In chapter 7 only ES symmetry of u, Θ and b is

used in computations, which is consistent given the ES imposed magnetic field and the

knowledge that u and Θ will be ES as the onset of convection.

E.4 Equatorial symmetry of Br at the core surface and its relation to
equatorial symmetry of flows at the core surface

The link between patterns of equatorial symmetry seen in the evolution of Br at the core

surface and the fluid flow there is determined by the magnetic induction equation (D.3).

Considering only changes in Br caused by advection of Br by u and using the fact that

at the core surface ur=0, the magnetic induction equation reduces to the form (Backus,

1968)
∂Br
∂t

= −∇H · (uBr), (E.17)

where ∇H = ∇ − ∂
∂r r̂. Writing Br = Br0 + B′

r with Br0 being a background radial

magnetic field acted on by the flow and B ′
r the perturbation produced, then equation

(E.17) becomes
∂B′

r

∂t
= −∇H · (uBr0) −∇H · (uB′

r). (E.18)

Assuming that Br0 >> B′
r this simplifies to

∂B′
r

∂t
= −∇H · (uBr0). (E.19)

Therefore because −∇H · has ES symmetry the equatorial symmetry of B ′
r will be the

same as that of the product u and Br0. So for example, if flows in the core are ES , then

B′
r and Br0 will have the same equatorial symmetry. This prediction has been confirmed

by the numerical results reported reported in chapter 8.

It should be noted that the approach described in this section and also employed in

chapter 8 implicitly assumes that changes in Br can only be produced by rearrangements

of Br. This will not be true in general, because as described in chapter 7 fluid motions

can distort toroidal magnetic fields in the core to produce new Br.
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Appendix F

Animations

F.1 Animations as a visualisation tool

It is rather difficult to appreciate how a time-dependent field on a surface evolves merely

by looking at snapshots or space-time diagrams. Human visual perception has evolved

to allow us to efficiently process changing images and to accurately interpret them.

For example, most insight in studies of fluid dynamics often comes from watching the

development of a particular flow pattern. It was therefore felt essential that animations

of the magnetic field evolution at the core surface were produced and made available, in

order that the field evolution modes being discussed were fully appreciated.

F.2 Construction of animations

The animations detailed in this appendix and referenced throughout the thesis were

constructed by combining snapshots of the field at the core surface. These snapshots

were chosen to be sufficiently closely spaced in time that whenever displayed sequentially

the impression of a smooth evolution was conveyed to the viewer. The snapshots were

created using the M—map freeware tool used with the MATLAB software package or

the nview package developed by Nick Barber. The images were then combined to give

animated gifs using the gifsicle freeware package.

F.3 Locations of animations

The animations can be found on the CD inside the back cover of this thesis. Animated

gifs can be viewed by some web browsers (e.g. Netscape) and most media players. For

best results the files should be copied onto the local hard disk. The tables below give

the animation number, apage reference, the associated filename (preceding the .gif) and

a brief description.
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Reference Filename Prefix Page no. Description
A3.1 Brg 55 Br from gufm1 unprocessed
A3.2 BrgZ 58 Br from gufm1 with time-averaged ax-

isymmetric field removed
A3.3 BrgZT400 61 Br from gufm1 with time-averaged ax-

isymmetric field removed and high pass
filtered with tc=400yrs

A3.4 BrgZT600 65 Br from gufm1 with time-averaged ax-
isymmetric field removed and high pass
filtered with tc=600yrs

A3.5 BrgZT400F38K7 68 Br from gufm1 with time-averaged ax-
isymmetric field removed and frequency-
wavenumber filtered so onlym=7 with pe-
riods 125 to 333 yrs remains

A3.6 BrgZT400F38K5 68 Br from gufm1 with time-averaged ax-
isymmetric field removed and frequency-
wavenumber filtered so onlym=5 with pe-
riods 125 to 333 yrs remains

A3.7 BrgZT400F38K3 68 Br from gufm1 with time-averaged ax-
isymmetric field removed and frequency-
wavenumber filtered so onlym=3 with pe-
riods 125 to 333 yrs remains

Table F.1: Animations from chapter 3.
References, the filename prefix (the full filenames are prefix.gif), page number where
the animations are referenced, and a brief description of the field on the core surface
from gufm1 displayed in the animation. This table contains the animations referenced
Chapter 3.

Reference Filename Prefix Page No. Description
A4.1 Brarcheohist 81 Br from CALS7K.1h , unprocessed from

1650 to 1950.
A4.2 Brgufmd 81 Br from gufm1d (gufm1 processed

so power spectra matches that of
CALS7K.1) from 1650 to 1950.

A4.3 Brarcheo 88 Br from unprocessed CALS7K.1 , from
5000B.C. to 1950A.D.

A4.4 BrZT2500archeosub 91 B̃r from CALS7K.1 over the interval
2000B.C. to 500A.D.

Table F.2: Animations from chapter 4.
References, the filename prefix (the full filenames are prefix.gif), page number where the
animations are referenced, and a brief description of the field from CALS7K.1 displayed
in the animations. This table contains the animations from chapter 4.
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Reference Filename Prefix Page No. Description
A5.1 Brd1 101 Br from DYN1, unprocessed
A5.2 Urd1 108 ur from DYN1, unprocessed
A5.3 Upd1 112 uφ from DYN1, unprocessed
A5.4 Brd2HR 117 Br from DYN2, unprocessed
A5.5 Brd2DAMP 122 Br from DYN2, with spherical harmonic

degrees l=13,15 damped, l> 15 set to zero
A5.6 Urd2HR 125 ur from DYN2, unprocessed
A5.7 Upd2HR 128 ur from DYN2, unprocessed

Table F.3: Animations from chapter 5.
References, the filename prefix (the full filenames are prefix.gif), page number where the
animations are referenced, and a brief description of the field from DYN1 or DYN2 being
displayed in the animations. This table contains the animations from chapter 5.
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Reference Filename Prefix Page No. Description
A8.1 mfzvS8C0.05U5 223 Br evolution from an axial dipole

due to m=8, ES wave flow with
cph=0.05 kmyr−1 and U=5 kmyr−1.

A8.2 NDmfzvS8C0.05U5 223 BNAD
r evolution from an axial dipole

Br due to m=8, ES wave flow with
cph=0.05 kmyr−1 and U=5 kmyr−1.

A8.3 mfzvA8C0.05U5 230 Br evolution from an axial dipole
due to a m=8, EA wave flow with
cph=0.05 kmyr−1 and U=5 kmyr−1.

A8.4 NDmfzvA8C0.05U5 230 BNAD
r evolution from an axial dipole

Br due to a m=8, EA wave flow with
cph=0.05 kmyr−1 and U=5 kmyr−1.

A8.5 mfzvS8C5U5 230 Br evolution from an axial dipole due to a
m=8, ES wave flow with cph=5 km yr−1

and U=5 kmyr−1.

A8.6 NDmfzvS8C5U5 230 BNAD
r evolution from an axial dipole

Br due to a m=8, ES wave flow with
cph=5 kmyr−1 and U=5 km yr−1.

A8.7 mfzvA8C5U5 230 Br evolution from an axial dipole due to a
m=8, EA wave flow with cph=5 km yr−1

and U=5 kmyr−1.

A8.8 NDmfzvA8C5U5 230 BNAD
r evolution from an axial dipole

Br due to a m=8, EA wave flow with
cph=5 kmyr−1 and U=5 km yr−1.

A8.9 mfzvS8C50U5 230 Br evolution from an axial dipole due to a
m=8, ES wave flow with cph=5k0myr−1

and U=5 kmyr−1.

A8.10 NDmfzvS8C50U5 230 BNAD
r evolution from an axial dipole

Br due to a m=8, ES wave flow with
cph=50 km yr−1 and U=5 km yr−1.

A8.11 mfzvA8C50U5 230 Br evolution from an axial dipole due to a
m=8, EA wave flow with cph=50 km yr−1

and U=5 kmyr−1.

A8.12 NDmfzvA8C50U5 230 BNAD
r evolution from an axial dipole

Br due to a m=8, EA wave flow with
cph=50 km yr−1 and U=5 km yr−1.

A8.13 Bm1C0.05U5m8S 231 Br evolution from a m=1 ES Br

due to a m=8, ES wave flow with
cph=0.05 kmyr−1 and U=5 kmyr−1.

A8.14 Bm4C0.05U5m8S 231 Br evolution from a m=4 ES Br

due to a m=8, ES wave flow with
cph=0.05 kmyr−1 and U=5 kmyr−1.

A8.15 1590C17U1ES 232 Br evolution from the 1590 Br due to a
m=8, ES wave flow with cph=17 km yr−1

and U=1 kmyr−1.

Table F.4: Animations from chapter 8 (Part i).
References, the filename prefix (the full filenames are prefix.gif), page number where the
animations are referenced, and a brief description of the field model displayed in the
animation. This table contains the first half of the animations from Chapter 8.
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Reference Filename Prefix Page No. Description
A8.16 1590C17U5ES 232 Br evolution from the 1590 Br due to a

m=8, ES wave flow with cph=17 km yr−1

and U=5 km yr−1.
A8.17 1590C17U10ES 232 Br evolution from the 1590 Br due to a

m=8, ES wave flow with cph=17 km yr−1

and U=10 km yr−1.
A8.18 1590C17U15ES 232 Br evolution from the 1590 Br due to a

m=8, ES wave flow with cph=17 km yr−1

and U=15 km yr−1.
A8.19 1590C17U17ES 232 Br evolution from the 1590 Br due to a

m=8, ES wave flow with cph=17 km yr−1

and U=17 km yr−1.
A8.20 1590C17U20ES 232 Br evolution from the 1590 Br due to a

m=8, ES wave flow with cph=17 km yr−1

and U=20 km yr−1.
A8.21 1590C17U1EA 232 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=1 km yr−1.
A8.23 1590C17U5EA 232 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=5 km yr−1.
A8.23 1590C17U10EA 232 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=10 km yr−1.
A8.24 1590C17U15EA 232 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=15 km yr−1.
A8.25 1590C17U17EA 232 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=17 km yr−1.
A8.26 1590C17U20EA 232 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=20 km yr−1.
A8.27 1590C17U15ESTAPER 236 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=15 km yr−1, with crustal filtering.
A8.28 1590C17U17ESTAPER 236 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=17 km yr−1, with crustal filtering.
A8.29 1590C17U20ESTAPER 236 Br evolution from the 1590 Br due to a

m=8, EA wave flow with cph=17 km yr−1

and U=20 km yr−1, with crustal filtering.

Table F.5: Animations from chapter 8 (Part (ii).
References, the filename prefix (the full filenames are prefix.gif), page number where the
animations are referenced, and a brief description of the field model displayed in the
animation. This table contains the second half of the animations from Chapter 8.
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Jault, D., Gire, C., and LeMouël, J. L. Westward drift, core motions and exchanges of angular
momentum between core and mantle. Nature, 333, 353–356, 1988.
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