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D2.1: State of the art review of SAR mode over land
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	Root Mean Square Slope
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	Synthetic Aperture Radar

	SARIN
	SAR-Interferometric mode

	SD
	Snow depth

	SIRAL
	Synthetic Interferometric Radar ALtimeter

	SLP
	Sea Level Pressure  

	SMALT
	Soil Moisture from Altimetry

	SNR
	Signal to Noise Ratio

	SRAL
	SAR Radar Altimeter

	SSH
	Sea Surface Height

	SW
	Software

	SWE
	Snow Water Equivalent

	SWH
	Significant Wave Height

	TEC 
	Total electron Content

	WITTEX
	Water Inclination Topography and Technology Experiment
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Overview
Sentinel-3 is the GMES space component for monitoring the oceans due to be launched as part of the Sentinel series of satellites in 2014. The SRAL instrument onboard Sentinel-3 is a novel radar altimeter that will provide observations of sea-surface and land-ice topography, in continuation of currently flying altimeter missions such as ENVISAT, Jason-1 and Jason-2. 
The novelty of the Sentinel-3 is the fact that the SRAL instrument will operate in a SAR mode and provide along-track high-resolution heights of the sea surface in the open oceans, in the coastal seas, in-land water and sea ice areas. The SAR capability is a new feature which will increase both resolution and accuracy of the ranging to the surface. 
This document responds to deliverable 2.1 “State of the art review of SAR mode data over land” and is part of WP2 “Processing of SRAL SAR mode waveforms over land”.  It includes an introduction to the basic concepts of conventional radar altimetry used in satellites like Envisat and Jason1&2 (Section 2.1) and SAR altimetry (Section 2.2). 
In Section 3 the differences between the SIRAL altimeter on-board Cryosat-2 and the SRAL altimeter on-board Sentinel-3 are investigated. Furthermore the Section   4 to 6 presents a state of the art review of existing algorithms to process SAR mode data over land divided into the three sub-themes: river and lake levels, soil moisture, and snow water equivalent. A review of the available corrections is presented in Section 7. 
[bookmark: _Toc356471728]Basic concepts
In the following subsections the basic concepts of radar altimetry and retracking of the radar echoes will be explained.  Section 2.1 and 2.2 on radar altimetry is based on excerpts from the ESA SAMOSA funded project.  
[bookmark: _Ref178756070][bookmark: _Toc180297188][bookmark: _Toc356471729]Radar Altimetry
This chapter introduces the concept of the conventional radar altimetry as being used on previous satellite missions like ERS-1, ERS-2 and ENVISAT in order to simplify the comprehension of the newly developed SAR altimetry mode flown for the first time on CryoSat-2, which will be described in section 2.2. The different measurements, observation geometries, and radar altimetry system functionalities are described hereafter.
[bookmark: _Ref178484467][bookmark: _Toc178679091][bookmark: _Toc180297189][bookmark: _Toc356471730]Radar Altimetry Concept

Radar altimetry has been described as the measurement of the time  of a radio signal to travel from the emitting instrument, reaching a target surface, and returning/scattering back to the antenna. From measuring the returned power as a function of time, altimetric measurements allow the detection of physical parameters hereafter listed: 

Range: distance from the satellite’s centre mass to the sea surface  (c = speed of light) (needs atmospheric, sea-state, etc., corrections)
Significant wave height (SWH): “is the average height (through to crest) of the 1/3 largest waves”. Essentially, this is 4 times the standard deviation of the surface. Measurable from the skewness of the waveforms.
Wind Speed
Figure 2‑1 provides an example of conventional pulse limited altimetry geometry. Radar altimetry measurements can be achieved using different emission types: mono pulse or burst of pulses, continuous emission, dual frequency emissions, etc. For this deliverable, and in order to introduce the SAR Altimetry mode presented in the following section, this section only describes a single frequency system emitting a burst of pulses. 
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[bookmark: _Ref356216010][bookmark: _Ref356215979]Figure 2‑1: Conventional Altimetry observation geometry. Pulse limited.  = pulse length

Previous to the analysis of the echo return from a burst of pulses it is convenient to introduce the echo return of a single emitted pulse. 

Figure 2‑2 a) shows the propagation of a single pulse along the beam of the antenna in the (z,y) plane, corresponding to a flat surface. The curved lines represent the pulse propagating and the temporal width between curves is meant to be constant and equal to, the pulse length in time. A different visualization of the propagation (looking down at the scattering surface from the instrument position) is provided in Figure 2‑2 b). At the time the pulse reaches the observed surface, and until all the width of the pulse is in contact with the surface, the area illuminated by the emitted pulse will be defined by a circle, as the pulse propagates the circle transforms into rings of equal area (Fu and Cazenave, 2001)
a) [image: ]b) [image: ]
[bookmark: _Ref178412814][bookmark: _Toc178679116][bookmark: _Toc180297215]Figure 2‑2: Mono Frequency – mono pulse system; a) Measurement geometry, b) surface footprint

With no further information, Figure 2‑2 b) could lead to conclude that all the scattering contributions from the points within the same circle or rings may not be distinguishable given that they will be received simultaneously. However, this only applies if sensor and target are static, which is not the case in our geometry. Due to the sensor movement, airborne or satellite altimetry is also affected by the Doppler effect, hereafter described. 
[bookmark: _Toc178679092][bookmark: _Toc180297190][bookmark: _Toc356471731]Doppler Effect in Radar altimetry
The relative motion between the observing sensor and the target, in radar observations results into an effect known as the Doppler effect. 





Assuming a static observer and a moving target, Figure 2‑3 displays the emission of two pulses at a time distance. The time for the first pulse to reach the moving target isthe time for the second emitted pulse to reach the target is. Due to the target motion, the first pulse will reach the target at a distance, but the second emitted pulse will reach the target at a larger distance.
[image: ]
[bookmark: _Ref178573478][bookmark: _Toc178679117][bookmark: _Toc180297216]Figure 2‑3: Doppler effect of a moving target

The difference in reception times of the two echoes can be related to frequency changes by:
	
.
	                                                       (1)



We refer to the difference of the previous frequency and the original emission rate () as Doppler frequency.

	
    .
	(2)



for  (non-relativistic)
Given the previous, and considering the observation geometries in Figure 2‑1 and Figure 2‑2 all the contributions from the same ring will not have the same Doppler frequency. Therefore, the footprint view in Figure 2‑2 b) will be modified as presented in Figure 2‑4
[image: ]
[bookmark: _Ref178735180][bookmark: _Toc178679118][bookmark: _Toc180297217]Figure 2‑4: Doppler frequency map
Considering the Doppler effect, the contributions from the same ring in the along-track direction will be distinguishable. On the contrary, the contributions from the same ring in the across track direction will be received simultaneously and will not be separable.
[bookmark: _Ref178484405][bookmark: _Toc178679093][bookmark: _Toc180297191][bookmark: _Toc356471732]Radar Altimetry burst of pulses
In section 2.1.1 we have already introduced the concept of burst of pulses. Conventional altimeters usually emit a burst of pulses which observe the same footprint. This will result into more looks of the same footprint, thus will reduce the speckle noise effect. Pulse to pulse coherence is neither necessary nor desirable in conventional altimetry because incoherent, de-correlated averaging is needed for speckle reduction.
[bookmark: _Toc178679095][bookmark: _Toc180297193][bookmark: _Toc356471733]Conventional Altimetry Block diagram
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[bookmark: _Ref178665765][bookmark: _Ref178501460][bookmark: _Toc178679125][bookmark: _Toc180297224]Figure 2‑5: Conventional Altimetry Block diagram

Figure 2‑5 shows a conventional altimeter block diagram. The first blocks have been already described in the previous section. Only the height estimation and height tracker have not been analyzed in this document yet. Both blocks are dependent on the final normalized power echo, which is described in the following section.
[bookmark: _Toc178679096][bookmark: _Toc180297194][bookmark: _Toc356471734]Return mean echo over ocean
This section will provide a more detailed description of the mean average impulse response of open Ocean, coastal areas, and in land water surfaces. This section is only meant to introduce the rough surface response for the better understanding of the diagram block, specially height estimation and height tracker.
Previous studies have demonstrated that the impulse response of an ocean surface can be represented as follows (Brown, 1977 and Hayne, 1980): 
[image: ]

[bookmark: _Ref178564312][bookmark: _Toc180297225][bookmark: _Toc178679126]Figure 2‑6: Shape of a returned normalized echo power. In blue 
Figure 2‑6 illustrates the return normalized echo power of a single emitted pulse. From the figure a rise region and a trailing edge region can be identified. The time delay, the SWH and the wind speed (dependent on the RCS) as illustrated in Figure 2‑6 can be measurable from the impulse response.
[bookmark: _Toc180297195][bookmark: _Ref356213800][bookmark: _Ref356213866][bookmark: _Ref356458451][bookmark: _Toc356471735][bookmark: _Ref356479383]SAR Altimetry 
SAR altimetry was first described as Delay/Doppler Radar Altimetry by Raney (1998). In this section, the terms Delay/Doppler Radar altimetry and SAR altimetry are used indistinctly. The key innovation of SAR altimetry is the addition of along-track processing for increased resolution and multi-look processing. This technique requires echo delay compensation, analogous to range cell migration correction in conventional but unfocused SAR (Raney, 1994). Due to this innovation, spatial resolution is increased in the along-track dimension and Delay/Doppler mapping is provided. In turn, this allows for accumulation of equivalent looks of a scattering area, leading to speckle reduction and improved altimetric performance.
[bookmark: _Toc178679098][bookmark: _Toc180297196][bookmark: _Ref178649350][bookmark: _Toc178653812]This section describes in more detail SAR altimetry mode, SAR geometry, Delay/Doppler concept, and the performance of SAR Altimetry versus conventional altimetry will be detailed SAR Observation Geometry
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[bookmark: _Ref178660413][bookmark: _Toc178679127][bookmark: _Toc180297226]Figure 2‑7: SAR Observation geometry of a scattering point

SAR altimetry processes the data such that they could be seen as been acquired from a synthetic aperture antenna. Thus, the contribution from a scattering point will be distinguishable as the airborne or satellite moves. Figure 2‑7 shows the observation geometry of a scattering point in SAR Altimetry mode. Differently to conventional altimeters, SAR altimeters use most of the power received, in fact in conventional altimetry the power contribution of the adjacent scattering points to the one of interest is lost.    
[bookmark: _Ref178666904][bookmark: _Toc178679099][bookmark: _Toc180297197][bookmark: _Toc356471736]SAR Altimetry Concept
Delay/Doppler radar altimetry benefits from the conventional pulse compression in the range dimension as explained in detail in (SAMOSA WP1 report, ESA, 2010). Additionally, SAR altimetry introduces along-track processing for azimuth mapping. The main requirement for the use of the SAR processing in altimetry is the coherency within each burst of pulses (Raney, 1998), which differs from conventional altimetry as in section 2.1.3. The basic processing steps of the SAR altimeter are depicted in Figure 2‑8. Note that this is a simplified block diagram intended for conceptual algorithm representation, i.e. it is not Hardware (HW)/Software(SW) optimized. 

[image: ]
[bookmark: _Ref178563271][bookmark: _Toc178653837][bookmark: _Toc178679128][bookmark: _Toc180297227]Figure 2‑8: Basic steps of the SAR altimeter processing

The delay/Doppler altimeter, just as with a conventional altimeter, uses pulse compression in the range dimension. The range signal, a frequency modulated pulse or Chirp, is multiplied by a delayed replica of the transmitted signal, low pass filtered and compressed by means of an FFT. The range-compressed echoes are stored in the “slow-time” or along-track dimension resulting in a 2D data matrix. In addition, an along-track FFT is applied to the data in order to map the Doppler frequency of each echo. The Doppler frequency is related to the relative position of the scatter with respect to the movement of the satellite. The known position of the scatter delay time correction is applied to each Doppler bin. Next to the compensation, the range position (i.e. delay time) of each scatterer over its entire illumination history is equal to its minimum range; this process is applied burst-by-burst. The Doppler shift is performed in order to place the information of each scatter, distributed in different bursts at different Doppler bins, in the same Doppler bin. The previous process facilitates the average waveform retrieval. Using SAR Altimetry the contribution of adjacent scatters will be effectively minimized, and the desired scatter contribution maximized for each computed waveform (see section 2.2.6). Note that the influence of adjacent targets in the final waveform depends on impulse response of the system.
[bookmark: _Toc178653813][bookmark: _Toc178679100][bookmark: _Toc180297198][bookmark: _Toc356471737]Pulse Compression
Delay/Doppler radar altimeters use the same pulse compression in range dimension, as conventional incoherent radar altimeters; see section Error! Reference source not found. for further details. 
[bookmark: _Toc178653814][bookmark: _Toc178679101][bookmark: _Toc180297199][bookmark: _Toc356471738]Doppler Position Mapping
The Doppler position mapping refers to the Fourier transform of the 2D data matrix in along-track direction. Subsequently to this operation, the information of the different scatters is redistributed depending on their relative position with respect to the motion of the satellite. 

The Doppler spectrum has a geometric interpretation. The Doppler frequency is given by the dot product of the pointing or observation unit vector (depending on observation angle) and the spacecraft velocity vector. Therefore, there is a unique correspondence between the observed Doppler frequency fD and the observation angle of the scatter.
a)[image: ]b)[image: ] 
[bookmark: _Toc178653838][bookmark: _Toc178679129][bookmark: _Toc180297228]Figure 2‑9: a) Along-track scattering point observation; b) Doppler Spectrum geometry 
In a simple form, the Doppler frequency can be written as in Cumming and Wong (2005)
	
,
	(3)



being vS is the spacecraft velocity. For the range variation () with respect to the observation angle (again in a simple geometry) applies
	
.
	(4)


Therefore, the Doppler frequency can be approximated as
	
.
	(5)


The position of a scatterer through the time r(t) and Doppler frequency R(f) follows a hyperbolic law which is known as range cell migration. 
	
,
	(6)


where r0 is the minimum slant range of the satellite to the scatterer, satellite height in this case, and t0 ≈ x0 / vB (vB is velocity of the altimeter’s antenna illumination along the terrain) the corresponding over flight time.
Therefore, each Doppler bin represents a unique along-track position of a scatterer.
[bookmark: _Toc178653815][bookmark: _Toc178679102][bookmark: _Toc180297200][bookmark: _Toc356471739]Range Cell Migration Correction
The correction of the range cell migration is necessary in order to place all observations of a scatterer at the same radar range. The relative delay δt of a given scatterer can be derived form Equation (6) as follows:
	
,
	(7)


Being the orbital factor α = VS  / VB. After some manipulation and the expansion of the square root in Taylor series, the next simplified expression is obtained[footnoteRef:1], [1:  Note that the orbital velocity factor should be squared in contrast with Raney (1998)] 

	
.
	(8)


This factor is applied to each Doppler bin for the range cell migration correction (RCMC). Note that the RCMC shall be applied in the Doppler domain. In this domain, all Doppler bins should be corrected by the same delay.
[bookmark: _Toc178653816][bookmark: _Toc178679103][bookmark: _Toc180297201][bookmark: _Toc356471740]Doppler Shift
At this stage, the range migration has been compensated. However, the information from a scatterer still remains at a different Doppler bin for each processed burst. A Doppler shift places the information of a scatterer in the same Doppler bin allowing for unfocussed SAR processing. 
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[bookmark: _Toc178679130][bookmark: _Toc180297229]Figure 2‑10: SAR altimetry diagram block  representation. (a) Waveforms after range compression. (b) After along-track FFT, the scatterer’s returns are placed in a Doppler bin (points) depending on relative position to spacecraft. (c) Compensation of delay due to range cell migration. (d) Doppler shifted bins before detection and accumulation. Note that the domain of the different plots is represented in the upper part of the picture where tAT is along-track time, tR range time and fD Doppler frequency. The red points represent the information of the same scatterer through the whole processing chain. 
[bookmark: _Toc178653817][bookmark: _Ref178661492][bookmark: _Toc178679104][bookmark: _Toc180297202][bookmark: _Toc356471741]Inter-burst (incoherent) Accumulation
In conventional altimetry within each burst there will be several looks (one per pulse within the burst). SAR altimetry also maintains the previous looks, and due to its along-track geometry this technique will add additional looks with respect to a conventional altimeter, since the scatterer will be visible in different subsequent bursts.  
Using the Doppler shift the along-track looks will be detected, accumulated and averaged to reduce speckle noise effects. The information from a scatterer after averaging will transform into a sharp waveform. Note that the along-track accumulation corresponds to an unfocussed SAR compression, i.e. the Doppler phase modulation due to the movement of the platform has not been compensated.
[image: ]
[bookmark: _Toc178679131][bookmark: _Toc180297230]Figure 2‑11: Normalized Average power. Image acquired (Raney, 1998)
[bookmark: _Toc178653818][bookmark: _Toc178679105][bookmark: _Toc180297203][bookmark: _Toc356471742]SAR Altimeter block diagram
Figure 2‑12 reproduces the delay/Doppler altimeter block diagram (block based (Raney, 1998). The new blocks with respect Figure 2‑5 are highlighted in blue.
[image: ]
[bookmark: _Ref178562854][bookmark: _Toc178679132][bookmark: _Toc180297231][bookmark: _Toc178653839]Figure 2‑12: Delay/Doppler Altimetry Block diagram. 
Note that Doppler shift is performed by multiplication of the along track lines with a constant phase factor in the delay/along-track domain based on Fourier theory. After the along-track FFT, the range cell migration compensation (RCMC) is carried out by multiplication of the range lines with a constant phase factor in the delay-Doppler domain. Finally, after the completion of the range compression, the Doppler bins coming from different burst are detected and averaged for SNR optimization.
[bookmark: _Toc178070665][bookmark: _Toc178679106][bookmark: _Toc180297204][bookmark: _Toc356471743]SAR Altimetry Performance vs. Conventional Altimetry
SAR altimetry, contrarily to conventional altimetry is not pulse limited, but beam limited. In essence (Raney, 1998) SAR Altimetry benefits from all the data within the 3dB antenna pattern. This result into an increment of the integration time, i.e. of the signal power processed even though the post-processing along-track size is smaller. This increased the signal-to-noise ratio while reducing the footprint which has large benefits in particularly to the use of altimetry for coastal, polar and inland regions. Below the definitions of the signal to noise ratio and footprint for the SAR altimeter are outlined.
[bookmark: _Toc178679107][bookmark: _Toc180297205]Signal-to-noise ratio
The SNR of the delay/Doppler altimeter is increased by the contribution of the complete antenna pattern in along-track. In across-track, the pulse length remains as upper threshold of the range integration time.
The SNR of a pulse compressed radar is given by:
	

	(9)


where PT is the transmitted power, G the antenna gain, λ the wavelength, CR the range compression factor or time bandwidth product, σ0 the sigma nought, Aσ area of the resolved footprint, r the slant range distance to the scatter or satellite height h in this case, and N the noise power.
Assuming that both altimeters have identical system parameters, the only difference in SNR of a pulse-limited altimeter and a SAR altimeter is the area of the resolved footprint. 
The area of the footprint for the pulse-limited altimeter is given by Raney (1998):
	

	(10)


Being τp the transmitted FM pulse length and α the orbital velocity factor. This is basically of the form APL = π·R2, with R the limiting circle for a quasi flat surface response function on a spherical earth associated to the pulse length. Note that slant range to the scatterer r has been substituted by the satellite height h. 
In addition, the area of the footprint for a delay-Doppler altimeter is given by Raney (1998):
	

	(11)


being β the along-track antenna beamwidth. This is basically ADD = 2·R·β·h essentially, data and power are collected during the entire time the observation cell is visible by the antenna. This is the crucial difference from conventional altimetry. 
Considering the previous equations, the improvement in terms of SNR is directly dependent on the footprint areas for each altimetry concept.
	
.
	(12)



[bookmark: _Toc178679108][bookmark: _Toc180297206]
For Cryosat-2 and also Sentinel-3,  the instrument, transmit and receive are interleaved in LRM model, and go on alternately, each at approximately 2 per millisecond (PRF ~= 2 kHz).The interval between pulses is long enough that each pulse makes a statistically independent measurement. Due to the continuously interleaved transmitting and receiving it is possible to  make statistically independent measurements . There will be around 2000 statistically independent measurements per second. This is illustrated in the upper panel of Figure 2-12

[image: lrm.png]
[image: sar_closed_730.png]
Figure 2‑13:Pulse timing for Cryosat-2. Read is transmitting and green is receiving. The x-axiz is time in millisecond.  Upper panel shows LRM operational mode where the satellite transmit and receives continuously 2000 times per second. In SAR mode the instrument transmit 64 pulses during a transmitting period of 3.4 ms is followed by a receiving period. After 11 ms this is repeated.  (Figure adapted from Smith et al.)

In the closed-burst SAR for CryoSat-2 and Sentinel-3 the transmit and receive are not interleaved and are not continuous. The CryoSat first transmit 64 pulses. With a PRF of 18 kHz this givee a burst duration of  around 3.5 ms. Then the instrument  receives for around 8ms  to retrieve the return pulas. After a burst-to-burst interval  of around  11.8 ms the instrument transmit again. Basically, this means that 70% of the opportunity to make measurements is not used. This means that there will only be  680 statistically independent measurements per second. This is about 30% of that in the LRM configuration. Consequently the measurement noise is higher than in LRM. At the CryoSat-2 and Sentinel-3 altitude, the burst-to-burst time could be reduced from 11.8 to about 9, making the loss only 60% increasing the accuracy by 1.4, but this is not yet decided. 

Footprint
In contrast to conventional altimeters (see Section 2.1) a SAR altimeter has two independent dimensions: along-track and across-track (range). After SAR processing, these two variables describe an orthonormal data grid as shown in Figure 2‑14.
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[bookmark: _Ref178756091][bookmark: _Toc178679133][bookmark: _Toc180297232]Figure 2‑14: delay/Doppler altimeter footprint

The actual nadir point is located in the Doppler bin correspondent to zero Hertz and ideally, it is equivalent to the along-track position of the satellite. Vertical spacecraft velocity will add Doppler shift to the signals, which should be compensated in order to avoid unwanted along-track shift of the data positions. 
The Doppler frequency bin ΔfD is defined from the pulse repetition frequency PRF and the number of pulses per burst NB
	
.
	(13)


The along-track altimeter resolution Δx is determined by the scatter illumination time, i.e. the burst length τB; and it can be defined as,
	

	(14)


being vB the velocity of the beam or footprint velocity, and BP the equivalent Doppler bandwidth processed which can be defined under some considerations as:
	

	(15)


kR is the Doppler rate, widely use in SAR processing. Therefore, the along-track resolution can be written as
	
.
	(16)


Assuming that VB = VS and introducing the round-trip delay time TR, the along-track resolution can be finally written as in Raney (1998)
	
.
	(17)


[bookmark: _Toc180297208]
[bookmark: _Toc356471744]Summary of SAR altimetry with respect to conventional altimetry. 

SAR mode altimetry offers the potential following improvements with respect to conventional altimetry:
· Increment of efficiency of height estimation
· Reduction of footprint dimension in along track
· Smoothed speckle noise with respect to conventional altimeters 
· Increment of ca. 10 dB in signal to noise ratio (the delay/Doppler altimeter integrates much more instrument’s radiated power).
Compared with conventional altimetry the improvement in SNR as well as to the new waveform model (Phalippou and Eljolras, 2007), the minimum attainable range accuracy is higher. (Phalippou and Eljolras, 2007) showed that the range accuracy is improved by a factor 2 upon conventional altimeter for a Poseidon class altimeter which is the one flown on satellites like Jason-1, Jason-2.
For Cryosat-2 and Sentinel-3 this range accuracy improvement is counter acted by the fact that in SAR mode the instrument is only measuring roughly 30 % of the time. 
 
[bookmark: _Toc356471745]Estimation of the sea surface height
The sea surface height (SSH)  h of a river and/or lake level above a reference ellipsoid is obtained using the following relation
	              (18)



where H is the height of the satellite with respect to a reference ellipsoid, and  is the observed range between the satellite and the surface, which is estimated by the on-board tracker. 
 is the range correction obtained in the re-tracking procedure, which is described in the following sections. 
The  is a range correction related to the path delay caused by of the signal as it travels through the atmosphere and  is a height correction related to geophysical corrections that are applied to account for well known geophysical signals. These corrections are explained and discussed in Section 7. 
[bookmark: _Toc356471746]Re-tracking
The on-board tracker delivers a first rough estimate of the range between the satellite and the reflecting target, based on a simple algorithm. The on-board tracker continuously adjusts the sampling window so it is centred at the estimated range to ensure a good representation of the echo.  The range predicted by the tracker is bias by the surface type, and will further depend on the size of the sampling bin. 
To get a precise estimate of the range, a ground based waveform analysis is done to retrieve various geophysical parameters – among these parameters is the accurate range or height of the scattering surface. This process is referred to as re-tracking. This is basically done by fitting a model or a function to the waveforms. Figure 2‑15 (left) describes the evolution of the footprint and the waveform as the emitted pulse hits and reflects from the water surface. The right panel shows an idealised waveform and the basic concepts related the waveform re-tracking. The tracking point (when the pulse hit the water surface) is typically identified as the midpoint on the leading (see Figure 2‑15 ). The range correction related to re-tracking is then estimated from the time difference between the pre-defined tracking point and the tracking point obtained in the re-tracking procedure. The Cryosat-2 data for example is delivered by the ESA with a retracked height using the retracker below selected by ESA for the production of Level 2 data. This retracker is generally tuned and delivers data over most surfaces with a priority towards the Cryosphere. It might therefor not deliver the most accurace height over open ocean, coastal and in-land water bodies.  In order to enhance the accuracy of data over inland water bodies more dedicated retrackers must therefore be developed.
  [image: http://www.altimetry.info/images/alti/principle/ALL_SAR_sm.gif]      [image: ]
[bookmark: _Ref356223481][bookmark: _Ref356223475]Figure 2‑15: Left, step by step building of the SAR waveform (adapted from http://www.altimetry.info). Right, An idealised waveform (adapted from CryoSat-2 product handbook). 
[bookmark: _Toc356471747]Re-trackers
Re-tracking of radar echoes is divided into two subgroups, physical and empirical re-tracking. In   Physical re-tracking an ideal analytical model is fitted to the waveform based on the theory involving the interaction of the altimetric pulses with the sea surface as i.e. described in the previous section.
According to Phalippou and Enjolras the waveform model can from the electromagnetic scattering theory from a flat surface be defined as:
	
.
	(19)



Being  the average flat surface impulse response, RIR(t) the impulse response of the radar or radar system point target response, and [image: ] the sea wave height probability density function.


Considering, like (Brown, 1977) and (Hayne, 1980), [image: ] to be Gaussian for ocean observations; and  can be achieved analyzing response of the Delay/Doppler algorithm to an input chirp.
Generally the physical re-trackers work well in areas where the waveforms are not noisy and hence easy to fit. The key example here is the open ocean where the use of physical retrackers enables the accurate estimation of several geophysical parameters. The full description of the physical retrackers is performed in the state of the art report for ocean. 
Empirical retracking for land. 
For land empirial retrackers will be used in the LOTUS project. Empirical retrackers are purely statistical in nature and do not make use of the underlying pulse-surface reflection theory. These empirical retrackers generally only search for the peak power and uses this information to derive the range or sea surface height. 
Empirical re-trackers are used when the waveform is very noisy and does not follow the ideal analytical shape of the waveform. In the following sections examples of empirical retrackers relevant to particularly SAR waveforms over land are presented.
Offset Centre of Gravity (OCOG) Retracker
The OCOG retracker (Wingham et al., 1986) is a simple and robust empirical retracker, which calculates the center of gravity (C) of the energy in the waveform. The different parameters related to the OCOG retracker are displayed in Figure 2‑16, where W and A represents the width and height of the rectangle centered around C with an area equal to the summed power in the waveform. L is the position of the leading edge.   
[image: ]
[bookmark: _Ref356223671]Figure 2‑16: The OCOG retracker (adapted from Stenseng (2011))
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Here n is the bin number and P is the power.
The obvious advantage of the OCOG retracker is that it works everywhere over all surfaces as it does not require a leading edge (see Figure 2‑15) as all other empirical and physical retrackers. Consequently, it will always enable the estimation of a range to the surface. 
However, the dis-advantage is that this retracker is very crude and very in-accurate. The retracker is frequently used when all other retrackers fails. 

Threshold retracking algorithm
In this algorithm the position of the leading edge (see Figure 2‑15) of the waveform is identified by locating the first range bin where the power amplitude exceeds a percentage of the maximum waveform power (Davis 1997). The leading edge position is found by estimating the maximum power amplitude    and the thermal noise level . The threshold coefficient  should be chosen according to the surface properties. 50% is typically chosen for areas with dominant surface scatters. Another threshold criteria like 80% is sometime chosen. This naturally gives an offset of the retracker which must subsequently be estimated.  
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Here c is a number of pre-leading edge point starting with the first un-aliased point a.

[bookmark: _Ref356481455]The Cryosat-2 retracker 
The Cryosat-2 retracker suggested by Wingham et al. (2006) is an empirical retracker with six parameters designed to replicate the SAR altimeter echo.
	


	(27)


Here  referrers to different parts of the echo from the leading toe to the trailing edge. When fitting the parameters it is assumed that  and it’s first derivatives are continuous.  is given by   
	

	(28)



The Cryosat-2 retracker is the retracker we assume is used by ESA in order to derive the Level 2 data distributed by ESA. We have, however, not be able to confirm this as the reference (ESA,  is not publically available. We also assume that the Cryosat-2 retracker in some modified version is the retracker adapted for land purposed by ESA, but again this cannot be confirmed. 

Other retrackers
In Table 1 below other commonly used retrackers are listed. Notice that only the two last retrackers have been tested for Cryosat-2 data and only for selected regions and periods for the open ocean.  In the Lotus project we will further investigate the other available retrackers for their use over land to decide under which conditions the various retrackers perform the best. 

	Retracker
	Type
	Reference

	Improved threshold  
	Empirical
	Hwang et al. (2006) and Lee et al. (2008)

	Beta 5 and 9 parameter
	Empirical
	Martin et al. (1983)

	Brown-Hayne’s
	Physical
	Brown (1977) and Hayne (1980)

	Simplified CryoSat-2 retracker
	Empirical
	Giles et al. (2007)

	SAMOSA
	Physical
	??


[bookmark: _Ref356224237][bookmark: _Ref356224179]Table 1: various retrackers
[bookmark: _Toc356471748][bookmark: _Ref356479430][bookmark: _Ref356906848]The SIRAL (Cryosat-2) and SRAL (Sentinel-3) altimeters
The LOTUS project will eventually use Sentinel 3 data, when these become available. Until then all processing and testing are based on Cryosat-2 data. The altimeter on-board Sentinel 3 (SRAL) resembles to a large extent the altimeter on-board Cryosat-2 (SIRAL), but there are some differences. In this section these differences are described and their potential influences on future results.
[image: ]  [image: ]
Figure 3‑1: Images of left CryoSat-2 and right Sentinel 3.
[bookmark: _Toc356471749]Orbit parameters – ground track pattern
Table 2 lists the different orbit parameters for Cryosat-2 and Sentinel 3. One of the major differences is the length of the repeat cycle with 369 days for Cryosat-2 and 27 days for Sentinel 3. These configurations give distinctly different spatial and temporal coverage which again have different advantages. 
For Cryosat-2 the long repeat period results in a very a dense track coverage, with a track to track density of roughly 8 km. This implies that a large number of targets e.g. inland water bodies will be mapped from Cryosat-2. However, Cryosat-2 only provides repeated measurements occurring approximately once a year and therefore it is only possible to study the general temporal trend of the river and lake levels. 
The short repeat cycle of Sentinel 3 will provide sub monthly measurements of the river and lake levels, which will enable the study of i.e., seasonal variation. The increased temporal resolution along Sentinel-3 tracks is preferred for oceanographic purposes and this also enables the use of the data for hydrological modelling (but for a limited number of inland water bodies). On the downside the track spacing will be large (104 km at the Equator) and a number of targets will be missed. When both sentinel 3 satellites are operating the Equator track spacing will be reduced to 52 km consequently capturing at least twice as many smaller inland water bodies. 



	Orbit parameters
	Cryosat-2
	Sentinel 3

	Orbit
	Non sun-synchronous
	sun-synchronous

	Altitude
	717 km
	815 km

	Inclination
	92 deg
	98.6 deg

	Repeat cycle
	369 days, 30 days sub-cycle
	27 days

	Equator track spacing
	8 km (after 369 days)
	104 km (after 27 days)


[bookmark: _Ref356224351]Table 2: Orbit parameters for Cryosat-2 and Sentinel 3.
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Figure 3‑2: Left, available SAR altimetry over Europe representing one cycle (369 days) of Cryosat-2.Right, simulations of Sentinel 3 tracks over Europe representing one cycle (27 days). The increased temporal resolution along Sentinel-3 tracks is preferred for oceanographic purposes.

[bookmark: _Toc356471750]The topographic mission
Compared to Cryosat-2 the Sentinel 3 satellite has a more advanced topographic mission since it in addition to the dual frequency altimeter carries a two frequency MWR as well as a GNSS Global Positioning Receiver (GPS). The main purpose of the MWR is to estimate the wet troposphere correction, which will provide more accurate corrections compared to models of this correction. Consequently, it is expected that Sentinel-3 data will be better corrected compared with Cryosat-2. However, the MWR does not work over land in coastal region. Therefore this is only relevant for the open ocean and some coastal zones (see section 7.1.2). Over land and hence inland water the wet troposphere correction needs to be modelled.
 The dual frequency altimetry will enable the correction for the ionosphere, which will further improve the data on Sentinel-3 compared with Cryosat-2. But again the dual frequency altimeter only provides data with high enough accuracy to perform this computation over the ocean. Over the land a model still have to be applied as for Cryosat-2.
In summary the improvement to the Sentinel-3 satellite for improved range computation will only affect the open ocean observations and not be relevant to land application where these additional instruments will not be applied. Therefor the observations form Sentinal-3 and Cryosat-2 over land is expected to be of the same quality. 
 
[bookmark: _Toc356471751][bookmark: _Ref356906881]Altimeter key parameter comparison 
In this section a brief overview of the main differences between the SIRAL (Cryosat-2) and SRAL (Sentinel 3) altimeters that are relevant to the LOTUS project, are given. The main features of the operational model are shown in Table 3 
	
	Cryosat-2 SIRAL
	Sentinel 3 SRAL

	Number of frequencies
	One
	Two: enables the determination of the ionosphere correction.

	Operation modes
	LRM, SAR, and SARIN
	SAR (LRM)

	Tracking modes
	Closed-loop
	Closed- and open-loop (see description below)


[bookmark: _Ref356224892]Table 3: Main features of the altimeters SIRAL and SRAL.

There is one further difference between the Cryosat-2 and Sentinel-3 which will affect data on land. This is the use of the open vs. closed loop measuring mode by the two instruments. 
Closed-loop: The range window is automatically positioned using the median algorithm.
Open-loop: The range window is positioned based on a-prior information of the terrain altitude of the satellite, which is derived from the position given by the on-board DORIS/GPS instruments and a Digital Elevation Model (DEM).
[image: ]
[bookmark: _Ref356899968]Figure 3‑3: The SRAL altimeter.

The SRAL instrument is shown in Figure 3‑3 and the key instrument parameters for the SIRAL onboard Cryosat-2 and SRAL onboard Sentinel-3 are shown in Table 4. It can be seen that besides the additional frequency, the two instruments are very similar in performance making Cryosat-2 data very representative for future Sentinel-3 data for particularly land applications where the second frequency onboard Sentinel-3  is not expected to change the results very much.    

	
	Cryosat-2 SIRAL
	Sentinel 3 SRAL

	Centre frequency 
	13.575 GHz
	13.575/5.41 GHz (Ku/C)

	Bandwidth
	350 MHz
	350/320 MHz (Ku/C)

	Antenna gain
	42 dB
	41 dB

	Samples per echo
	128
	128

	Sample interval
	0.47 m
	0.47 m

	Range window
	60 m
	60 m

	PRF
	17.8 kHz
	17.8 kHz

	Transmit pulse length
	49 µs
	50 µs

	Pulses per burst
	64
	64

	Burst repetition interval
	11.7 ms
	12.5 ms

	Size of tracking window
	60 m
	60 m

	Data rate
	11.3 Mbps
	11.8 Mbps


[bookmark: _Ref356224917] Table 4: Key instrument parameters for the SIRAL and SRAL altimeters in SAR mode.

[bookmark: _Toc356471752][bookmark: _Ref356479755]State of the art - retracking over inland water
In formulating this state of the art review we have found that there are only very few groups who have initiated retracking of the new SAR altimetry over land and that all this work is still in the research phase. 
Consequently the Section is initiated with a summary of the results obtained with conventional altimetry as this is more or less state of the art. We subsequently proceed to describe the ongoing research at the few groups involved with retracking of SAR altimetry   
[bookmark: _Toc356471753]Summary of results obtained with conventional altimetry
The following is modified from (Andersen, 2013). The launch of the ERS satellites began a new era of applications of altimetry for monitoring river and lake levels. An obvious advantage of using data derived from satellites is the global coverage and regular temporal sampling of the processed data, although there are difficulties in interpreting radar altimeter measurements made over inland water bodies (Frappart et al., 2006).
The primary reason for studying altimetry over lakes was to validate altimeter measurements (i.e., Cretaux et al., 2009) as lakes have minimal tides and little dynamic variability compared with the oceans, so that the spatial changes in lake levels closely follow the geoid. 
The great potential of altimetry for monitoring inland water levels rapidly became apparent (Birkett, 1994; Calmant & Seyler, 2006; Calmant and Birkett, 2006). This has been applied several times over the North American Great Lakes (Frappart et al. 2006, Morris et al., 1994), the Caspian Sea (Cazenave et al., 1997); Lake Baikal Kouraev et al., 2007), the East African lakes (Birkett et al., 1999) and the largest rivers, including the Amazon (Alsdorf, 2001; Medina  et al., 2008; Santos da Silva et al., 2011 demonstrated the potential for generating river and lake heights on a global scale by reprocessing individual altimeter echoes was demonstrated by  (Berry et al., 2005; 2007). This was subsequently turned into the ESA’s River and Lake project (http://earth.esa.int/riverandlake/).

The accuracy of altimeter measurements has greatly improved over the past decade as a result of advances in the instrumentation and in the precision of satellite orbit calculations. Satellite altimetry coverage over land surfaces has also been greatly improved by ESA’s inclusion of additional tracking modes on the ERS and Envisat altimeters, which enable the instruments to track rapidly changing surfaces. This has led to substantial advances in altimeter research over ice, land and inland water bodies (Frappart et al., 2006). 

Several teams around the world are now involved in satellite altimetry over inland water bodies, including those led by C. Birkett (NASA, USA), A. Cazenave (Centre National d’Etudes Spatiales, CNES, France), P. Berry (De Montfort University, DMU, UK) and J. Santos da Silva (Universidade do Estado do Amazonas, Manaus, Brazil). At DMU, the team has studied the land surface response to the altimeter pulse, and this has allowed characterisation of the relationship between the underlying terrain and the individual echo shapes (Figs 21 and 22).
[image: ]
Figure 4‑1: Detected river and lake targets using ERS and Envisat altimetry globally (left) and over the Amazon delta (right). The colour coding indicates the quality of the time series that can be extracted from ERS altimetry; green indicates nearly uninterrupted time series. (earth.esa.int/riverandlakes).
 
[image: ]
Figure 4‑2: Bottom: Time series of water levels from ERS‑2 and Envisat in the Amazon Basin, 1995−2009. (Santos da Silva et al., 2010) Top: Differences between the altimetry and the gauge series. Histograms of the residuals are shown in the inset (top right) with rms differences (in mm).

Because of the ERS and Envisat missions it is now possible to obtain decadal time series over a number of targets globally. These targets are often large enough to present Brown model waveforms and therefore ocean retracking can be performed. However, the vast majority of inland water bodies do not return these types of signal.
The use of retracking means that it is possible to monitor a significantly larger number of targets. Even so there are a number of factors that limit the capability of an altimeter to obtain the correct heights. The current generation of databases, such as ESA’s River and Lake database and the LEGOS Hydroweb (Cretaux et al., 2011c), have hundreds of targets where the results are deemed to be of high enough quality. The current system can obtain results globally from both rivers and lakes throughout the year.

Satellite altimeter data provide water resource planners with an additional source of information about remote areas such as Africa, for which the availability of in situ data is limited. One example of a lake time series is that for Lake Kainji in western Nigeria (Fig. 23). This important lake is fed by the Niger River and its water levels have knock-on effects along the length of the river, which is the main source of water in the area. 

[image: http://tethys.eaprs.cse.dmu.ac.uk/RiverLake/images/lake_kainji.png] [image: http://tethys.eaprs.cse.dmu.ac.uk/RiverLake/images/kainji_combined.png]
Figure 4‑3: Lake Kainji in western Nigeria (left) and joint ERS-2−Envisat time series of lake levels, 1995−2008 (right). (Berry et al., 2005).


[image: ]
Figure 4‑4:  Lake Balbina, (Brazil) monitored by satellite altimetry. This is an important, reservoir with a dam that provides energy for the 2 million inhabitants of Manaus, Brazil (from Santos da Silva et al., 2010)). Note that gauge data from the reservoir itself or from the Uatuma River that feeds the lake are not publicly available; the gauge series is displayed by courtesy of Amazonas Energia.


An altimeter can perform just as well over rivers as over lakes, although more complicated processing is required. A major benefit is that it is possible to obtain time series from along the entire length of a river system to provide as complete a picture of water flow as possible. As an example, Fig. 25 shows the ERS–Envisat time series of the Brahmaputra River that flows through India and Bangladesh.


[image: http://tethys.eaprs.cse.dmu.ac.uk/RiverLake/images/meris_brah_plots.png]
Figure 4‑5: The Brahmaputra River in Bangladesh. Location of the ERS−Envisat time series (left) and observed river level time series (right) (earth.esa.int/riverandlake).




[bookmark: _Toc356471754]Re-tracking of Cryosat-2 SAR altimetry over inland water bodies 
Currently, the work done with respect to retracking of Cryosat-2 SAR mode waveforms for rivers and lakes is extremely limited with only results from few institutions being available.   
[bookmark: _Toc356471755]ESA CryoSat-2 
ESA continuously delivers level 2 products, which includes heights above the WGS84 reference ellipsoid. Hence, river and lake levels can be extracted directly. The retracking procedure which is used to estimate the range and hence the heights is similar to the Cryosat-2 retracker described in Section 2.4.2.3. The processing  algorithms depends on the mode (sea ice, ocean, closed sec, land e.c.t. ).  Further information can be found in the “CryoSat L2 Processor Design Summary Document CS-DD-MSL-GS-2002” version 4.1 (currently unavailable to the public).
[bookmark: _Toc356471756][bookmark: _Ref356563992]ESA/ESRIN Earth Observation, Research and Development 
The altimetry team at ESA/ESRIN (Earth Observation, Research and Development (Eop-SER) have developed a L1b/L2 SAR processor toolkit (Salvatore et al. 2013). The main features of this are: 
· Delay-Doppler Processing in both SAR/SARin modes (L1B);
· Application of AGC Compensation/Calibration 
· Dynamic Application of the azimuth weighting function according to the distance to land;
· Least Square Fitting Re-tracker at L2 with SAMOSA SAR Echo Model;
As stated above the SAMOSA (ref) retracker is used to fit the SAR echoes to derive various physical parameters such as the SSH, SWH and wind speed. The SAMOSA retracker is a fully analytical model originally designed to fit ocean echoes. However, the retracker has been adapted in a dynamic manner to fit echoes from specular or diffusive water surfaces. During the processing a parameter referred to as the “water surface RMS slope” (RMSS) is estimated. This parameter is derived from the Doppler beam stack data, which represents the backscattered power from a fixed surface position in the Delay-Doppler domain. By integrating the stack data over the range a range-integrated power (RIP) curve is obtained (see Figure 4‑6), which describes the back scattered power distribution as a function of look angle. The RIP curve provides valuable information about the water condition of the illuminated patch. Hence, the RIP curve from a diffusive water surface will have a broader shape compared to that over a specular water surface (see Figure 4‑6). By using this information in the processing the retracker is automatically adapted to fit echoes from various 
[image: ]
[bookmark: _Ref356300289]Figure 4‑6 The Range integrated power of the stack data from an ocean like surface (left) and a specular surface (adapted from Stenseng, 2011).

different water conditions. The dynamic adaption of the retracker prevents a bias or discontinuity in the height estimation that otherwise might occur when different retrackers are used along the same pass.          
[image: New Picture][image: New Picture]
[bookmark: _Ref356300350]      Figure 4‑7: Left, beam steering. Right, SAR overgrid mode (adapted from Salvatore, 2013a).   

This group has further done research related to delay-Doppler steering based on Cryosat-2 data. The 64 Doppler beams can be steered to any point along track since these are synthetic. Hence, an observation point that in the originally ESA L1b product would have missed a narrow river can be steered for instance to the middle of the river, where the most optimal conditions are found (see Figure 4‑7). However, this application requires a detailed lake/river mask in order for it to work properly. They have implemented another application related to beam steering which they referrers to as “SAR overgrid mode”. In this mode surface measurement are obtained at a higher spatial along-track resolution (see Figure 4‑7). This has been tested for passes over the Mekong Delta, where the standard sampling resolution of 300 m is compared to a resolution of 80 m.             
LEGOS
The group at LEGOS including Nicolas Bercher uses a large variety of Cryosat-2 products for hydrological applications. They consider all three measurement modes; LRM, SAR and SARin, and products from different centers; ESA, ESA/ESRIN (see Section 4.2.2), CNES. 
As presented by Salvatore (2013 and 2013a) they emphasize the possibility of using the stack data to identify the surface type and hence locate inland water bodies from the SAR altimetry data alone.  Figure 4‑8 shows the evolution of the roughness and mean power derived from 120 SAR ground resolution cells. At cell 5539 in Figure 4‑8 the satellite is overflying a small lake in the Mekong river delta. The mean power is large compared to the surroundings, while the roughness is very low. The Roughness is estimated as the standard deviation of the fitted Gaussian (to the RIP) curves.      
[image: ]
[bookmark: _Ref356565759]Figure 4‑8:  Evolution of the roughness (blue curve) and mean power (green curve) along a pass over a small river in the Mekong Delta (adapted from Bercher (2013)).

This group has also obtained some interesting results based on Cryosat-2 SARin mode data with respect to retrieving the exact location of a part of the Amazon River. In the SARin mode two antennas are used, hence the cross-track angle can be derived from the phase difference between the echoes received from each antenna. With the cross-track angle it is possible to identify where the signal is reflected from (the off nadir position). Simply from observations they observe that off nadir tracking of water bodies can extend up to 7km across-track. Since the SARin mode is able to identify the real location of the reflector the ground tracks are not linear but follow the reflector. Therefore the SARin measurements are able to map the location of water bodies (see Figure 4‑9). Figure 4‑9 shows an example from the Amazon River, where the SARin measurement points clearly shows the location of the river.      
    [image: C:\Documents and Settings\karni\Local Settings\Temporary Internet Files\Content.Word\SARin.png]
[bookmark: _Ref356567884]Figure 4‑9: Map of Cryosat-2 SARin mode measurement points on the Amazon River. In the lower plot  SWBD river bed boundaries are superimposed (adapted from Bercher et al. 2013) 

[bookmark: _Toc356471757]DTU
At DTU new empirical retrackers have been developed for preliminary land applications from retrackers previously used to study the Arctic Ocean. By only focusing on the leading edge more accurate estimates of the tracking point may be obtained and therefore also the SSH. In the following the procedure of extracting the leading edge and subsequent retracking using the OCOG and threshold retrackers are described. 
The algorithm to extract the leading edge uses the statistical properties of the echo waveform to compute two thresholds for the start and stop cells for the leading edge. These thresholds are compared using the power difference in neighboring bins of the waveform. The start threshold is computed using the power difference in alternate bins of the echo waveform as described in Equation (31). The stop threshold is computed using the power difference in consecutive bins of the waveform as described in Equation (32)

	

	(29)

	

	(30)



where N is the number of bins in the echo waveform,  is the difference in alternate bins of the echo waveform,  is the difference in consecutive bins of the waveform,  is the start threshold used to compute the starting point of the leading edge and  is the stop threshold used to compute the end point of the leading edge. Next, a loop is run to check the power difference for neighboring bins throughout the waveform. The power difference in neighboring bins at every location in the waveform is compared with the start threshold. Whenever the power difference is higher than the start threshold, the bin number is tagged as the starting point of the leading edge sub-waveform. Within this subwaveform, when the power difference of neighboring bins is less than the stop threshold, this is recorded as the end of the leading edge subwaveform. Using this method the echo waveform is divided into various subwaveforms each having one peak. The first subwaveform is acknowledged as the leading edge. Then conventional retracking algorithms are applied on this leading edge ignoring the rest of the waveform. Using this algorithm it was found out that the leading edge subwaveform was generally between one to three bins wide for many land regions. This width is inadequate for applying the OCOG and Threshold retrackers. Thus the thickness of the leading edge is increased by adding 4 bins before the starting point of the leading edge and 4 bins after the ending point of the leading edge (see Figure 4‑10). 
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[bookmark: _Ref356225666]Figure 4‑10: The leading edge subwaveform Cryosat-2 SAR altimetry has initially been screened an initial test using the SAR threshold retrackers described previously for two test regions in which the Cryosat-2 satellite has been operating in SAR mode over 2012. 

Preliminary river and lake height estimates
The DTU leading edge threshold retracker (described above) has been applied in two European regions; Denmark and the Netherlands. The regions are marked in the figure below and for both, DTU is able to derive preliminary heights relative to the WGS84 reference ellipsoid. The aim of this preliminary investigation is to investigate the availability of SAR altimetry over land and inland water regions.
[image: ]
Figure 4‑11: The test regions for the DTU covering Denmark and The Netherlands.

The retracked heights from the leading edge threshold retracker over Denmark are shown in Figure 4‑12 (left). The topography is generally well represented by the retracked Cryosat-2 heights and for a comparison a topographic map of Denmark is displayed in Figure 4‑13. However we have not yet compared the heights with a detailed topographic map of Denmark. 
In order to compare the DTU Leading Edge retracker with the ESA L2 retracker the difference between the height derived from these two retrackers are shown in the right panel of Figure 4‑12. The result is that the DTU leading Edge retracker generally is estimating a higher topography compared to the ESA retracker. However the difference is generally on the 1 meter level which is remarkably good. 
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[bookmark: _Ref356303085]Figure 4‑12: Left) Heights over Denmark relative to the EGM08 reference Geoid estimated using the DTU leading edge threshold retracker. Right) The height difference between, DTU retracked height (left plot) and ESA’s level 2 product.   
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[bookmark: _Ref356482724]
[bookmark: _Ref356893315]Figure 4‑13: Topographic map of Denmark (courtesy of Fotolia)

In order to examine retracking of river and lake heights from Cryosat-2 on a local scale Figure 4‑14 shows an area in northwest Demark where the Cryosat-2 tracks are passing over several smaller lakes. The height relative to the EGM08 reference ellipsoid is represented with colors. One will notice that the water surface to the left is shown at roughly 0 meters while the lake in the right part of the picture also shows low and constant values. In between the topography up to 8 meters is shown.  
Figure 4‑15 shows a close-up on the lake in the upper left part of Figure 4‑14. Here, the DTU retracked height profile is shown along the two Cryosat-2 tracks passing over the lake. ESA’s level-2 heights are also shown. Across the lake the height is very stable but as the Cryosat-2 SAR reached the lakeside the height increases as should be expected. It should be stressed that these results are preliminary findings and the next step is to acquire the digital topography of Denmark for comparison and validation. 

[image: ]
[bookmark: _Ref356304508]Figure 4‑14: Predicted (DTU) heights over a smaller area (approximately 16 X 12 km) in northwest Denmark. 

[image: ]
[bookmark: _Ref356304764]Figure 4‑15: Height profiles along two Cryosat-2 passing over Sønder Lem Vig, Northwest Denmark

Using the peakiness parameter to locate inland water bodies.
Figure 4‑16 shows how the SAR altimetry over Denmark is characterized in the Level-2  products developed and distributed by ESA and it is expected that the Sentinel-3 data will be delivered using a similar characterization. 
The Blue regions represent inland water, while the green regions are characterized as land. It is readily seen that most creeks and lakes in Demark appear as land. Similarly several fjords and inland lakes are characterized as ocean and appear as white regions in the figure. 
This mask is obviously very crude and needs severe improvement. In order to do this,  DTU has  carried out an investigation on the peakiness parameter used by ESA to characterize land from water. The peakiness parameter is derived from the shape of the returned waveform. A high peakiness is often a result of a bright target which is normally associated with still water and therefore important in the search for inland water such as lakes and rivers. Hence, the Peakiness parameter in ESA’s Level-2 product might be used to locate inland water bodies.     
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[bookmark: _Ref356305680]Figure 4‑16: SAR altimetry over Denmark characterized by ESA as Inland water (blue regions) and as land (green regions).

Figure 4‑17 shows the location of high peakiness values in Denmark. At first hand the result might look random. However a detailed investigation shows that high peakiness values nearly always  are associated with a bright reflector such as a water body (see Figure 4‑17 right  plot). It should be noticed that only small water bodies have very high peakiness values as can be seen for the small lake in the central upper part of the picture. The large lake in the left part of the picture shows low peakiness due to the presence of small waves. In some cases a large peakiness value is found in areas where no water body seems to be present. It is currently speculated that this might be due to still water standing on the ground after heavy rain. This will not be present in the underlaying picture by Google Earth due to the fact that the observations were taken at different times. Further research will be carried out as part of LOTUS in order to improve automatic detection of water bodies.      
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[bookmark: _Ref356460844]Figure 4‑17: High peakiness values found in Denmark. 

In Figure 4‑18 all SAR observations over The Netherlands duing 2012 with “high” peakiness (defined as peakiness higher than 400). Again, the distribution of the high peakiness values might seem quite random. However, zooming in on the regions Klazienaveen and Zwartmeer (Figure 4‑19) in the Eastern parts of The Netherlands actually reveals some interesting results. Here we find a region with a string of high peakiness values along a track. 
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[bookmark: _Ref356895918]Figure 4‑18: High peakiness values found in Holland

It is very clear how points with a high peakiness values align with the canals in the region.  Particularly all dots of high peakiness in the left part of Figure 4‑19 correspond to canals as also seen on the high resolution zoom in Figure 4‑19 right where the Cryosat-2 observation of high peakiness is overlaid. It should be noticed that the canal is no more than roughly 10-20 meters wide. This indicate that even though the Cryosat-2 SAR footprint is far larger than 10-20 meters, very bright targets much smaller than the footprint might be captured by Cryosat-2 when they stand out clearly from the surrounding area.  




[image: ][image: ]
[bookmark: _Ref356896178]Figure 4‑19: Zoom in round the city of Klazinaveen and Zwartmmeer and the peakiness higher than 400 colorcoded in the Google image.  To the right a zoom in over a canal is shown. Here the ground position of the Cryosat-2 observation of high peakiness is overlaid. 

State of the art - soil moisture
Introduction
Soil surface moisture is a key scientific parameter; however, it is extremely difficult to measure remotely, particularly in arid and semi-arid terrain. This paper outlines the development of a novel methodology to generate soil moisture estimates in these regions from multi-mission satellite radar altimetry. Key to this approach is the development of detailed DRy Earth ModelS (DREAMS), which encapsulate the detailed and intricate surface brightness variations over the Earth’s land surface, resulting from changes in surface roughness and composition. These models are created by cross-calibrating and reconciling multi-mission altimeter sigma0 measurements from ERS-1, ERS-2, EnviSat and Jason-2. This approach is made possible because altimeters are nadir-pointing, and most of the available radar altimeter datasets are from instruments operating in Ku band. 
These DREAMS are complicated to build and require multiple stages of processing and manual intervention. However, this approach obviates the requirement for detailed ground truth to populate theoretical models, facilitating derivation of surface soil moisture estimates over arid regions, where detailed survey data are generally not available. This paper presents results using the DREAMS over desert surfaces, and showcases the model outcomes over the Arabian and Tenere deserts. A global assessment is presented of areas where DREAMS are currently being generated, and an outline of the required processing to obtain soil surface moisture estimates is given. Soil moisture products from ERS-2 radar altimetry in arid regions are presented, and the temporal and spatial resolutions of these data are reported. The results generated by this ESA encouraged initiative will be made freely available to the global scientific community. First products are planned for release within the next few months. Further information can be found at http://tethys.eaprs.cse.dmu.ac.uk/SMALT 

Dry Earth Models
Creating the dry earth models is the key to this process. This requires fusing ERS1 Geodetic Mission recalculated sigma0 values with ERS2 repeat arc data and hence creating models. This is a multi-stage process with 6 separate stages, with manual intervention at each stage. 
Arabian
DREAMS, such as for the Arabian Desert (Figure 5.1), are created at a resolution of 10” to allow fine scale variability to be obtained.  Sections of desert where environmental factors impact the quality of the model are removed using the technique described in the Model Masking section.
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Figur 5‑1 DREAMS for the Arabian Desert

Tenere
Due to the size of the Sahara desert, it is being split into its smaller constituent deserts to facilitate processing and data distribution. The first of these to be modeled is the Tenere, again at a resolution of 10”. Products will be made available from the website where users will be able to either select data from individual tracks of download data from the entire region.
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Figur 5‑2 DREAMS for the Tenere

Kalahari
In order to produce soil moisture estimates for comparison with those produced by other techniques, it was necessary to attempt modeling  for a wetter area; the Kalahari was identified as a surface where sufficient moisture exists for part of the year for other remote sensing techniques to function. A first model has been made for this area; this is not fully reconciled, and does not yet represent dry earth model conditions (Figure 5.3)
[image: http://tethys.eaprs.cse.dmu.ac.uk/SMALT/images/kalahari-Desert.png]
Figur 5‑3 DREAMS for the Kalahari

Model Masking
When creating DREAMS there are areas where sigma0 is high and changes spatially very quickly, generally due to salars and other paleo-hydrological features, where salts have been deposited on the surface. In these cases sigma0 does not respond to changes in moisture content, these anomalous areas are flagged for exclusion. 
In order to correctly determine the areas that need masking out, multiple cycles of ERS-2 data over individual tracks are analysed to ensure that any anomalies are consistently present (below left top).  Smaller areas are then subset and features identified (Figure 5.4) The differences produced between the DREAM and ERS-2 track sigma0 are checked for improvement after utilising this masking technique.
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Figur 5‑4 Difference between DREAM and ERS-2 sigma-0

SMALT products
As sigma0 varies so intricately over the earth’s land surfaces, responding to changes in composition, texture and surface moisture, the spatial resolution of soil moisture products may vary.  Here, results from the Simpson Desert are shown. The difference from the Simpson DREAM for a typical track of ERS2 sigma0 (below left) is shown below (centre). Interpolating to 18” and forming timeseries (below right) produces good coherence, determining the maximum product resolution.
[image: http://tethys.eaprs.cse.dmu.ac.uk/SMALT/images/FlowChart.png]
Figur 5‑5 The SMALT software flowchart


The SMALT products will be freely released at two resolutions over a number of arid/semi-arid regions following the flowchart in Figure 5.5 and given within the regions in Figure 5.6. The maximum resolution of these products will vary from region to region, although as stated above 18 arc seconds is the maximum resolution possible with the data available. The 
[image: http://tethys.eaprs.cse.dmu.ac.uk/SMALT/images/NextSteps.png]
Figur 5‑6 Regions where DREADMS is implemented

[bookmark: _Ref356479777] State of the art – snow water equivalent 
Introduction
The study of snow and the characterization of snow pack evolution is a key parameter in general, but in particular for regions where water supply is mainly due to snow melt and runoff.
The remote sensing for snow monitoring has been a research topic for the last three decades. The snow monitoring help us to have an adequate understanding of snow and the water cycle. According to Mätzler (1987), monitoring the amount and distribution of snow, helps in the climate study, such as long-term changes in the climate system and their potential impacts on human life, the management of clean water resources, improvements of the weather forecasts, as well as water supply and flooding predictions for hydrology management.
The importance of the estimation of snow parameters, such as the Snow Water Equivalent (SWE), which quantifies the amount of water contained in the snow-pack, has pushed the scientific community to explore the possibilities of the Earth Observation techniques for the snow quantitative estimation.
Snow water equivalent
Snow Water Equivalent (SWE) is a common measurement related with snow-pack: it represents the amount of water contained within the snow-pack. In practise, it is equivalent to the quantity of water that would be obtained if you melted the entire snow- pack. This parameter is further used in hydrology and climate studies for the forecasting of water resources, natural diseases such as flooding, and water resources management in the scientific field, but it is also important for other activities such as hydro-power generation. 

SWE can be computed as the snow depth times the snow volumetric density, according to the following equation:
	,

	(31)




where d is snow depth in meters and ρ is snow density in Kg per cubic meter. Therefore, in order to estimate the SWE of a snow-pack, two parameters have to be estimated: the snow depth (d) and the snow density (ρ) in order to obtain the SWE estimation as the product of them.
As mentioned in the introduction, the snow water equivalent is one of the most important measurements of a snow-pack from a hydrological point of view because when some, or all, of the water contained in the snow is released during the seasonal melt, it becomes an important component of local surface water and groundwater budgets. In some areas of the world, snow melt provides the majority of annual groundwater recharge, so monitoring of snow water equivalent of snow-packs is an important part of water resources management. However, SWE measurement is tedious and costly, since it consists of melting a known volume of snow in order to weight the water contained in it. In field measurement campaigns, that cannot be carried out in vast areas. Therefore SWE cannot be extensively studied for large scale applications which are the ones of operational interest. From this need of mapping in higher spatial and frequency scales the SWE parameter, arises the interest of the remote sensing community in the estimation of this snow-pack parameter.
[bookmark: __RefNumPara__6131_1879066546]Estimation of Snow water equivalent
Remote sensing of snow can be classified in two main groups, depending on the nature of the resulting retrieved information: either it can be qualitative, i.e. binary information about the presence or not of snow; either it is quantitative, which means that the retrieved information is a magnitude, a quantitative value. The qualitative remote sensing of snow is known as Snow Covered Area (SCA) and despite it is a valuable information it does not provide quantitative estimations for models. The retrieval of SWE is a quantitative estimation of the amount of water contained in the snow-pack per unit area in Kg/m2.
Some studies have demonstrated the ability to calculate the water equivalent of dry snow with the use of a technique called "InSAR" (Interferometric Synthetic Aperture Radar). This technique is based on the measure of the phase delay introduced in the SAR signal due to the presence of snow on the ground. In case of dry snow coverage, the radar backscattering is from the snow ground interface.
The snow monitoring with Polarimetric Synthetic Aperture Radar (PolSAR) techniques is a new research field, and therefore, there is not a consolidated literature about this topic so far. For the retrieval of the SWE parameter quantitative remote sensing has to be performed, therefore, the qualitative remote sensing work carried out up to the moment doesn't apply for the SWE retrieval oriented PolSAR remote sensing. As introduced above, the SWE parameter can be obtained from the product of snow density and depth. PolSAR techniques for SWE retrieval aim at the quantitative sensing of the snow density, as a previous step to the estimation of SWE.
On the other hand, radar altimeters are able to measure the height of the snow pack, due to the effect induced in the backscattering coefficient by the presence of snow.
Once the density of the snow is obtained, the snow depth can be computed using a radar altimeter in order to obtain the SWE as a result of use the snow density and the snow depth.
Snow interaction with EM waves
The section starts with a general introduction on the interaction of snow with EM waves in order to understand the main effects of using an active sensor for snow monitoring. Then the components of the snow-pack (ice, air and water) are detailed since the obtained backscattering depends on their variations. In Section 6.1.5 the different scattering contributions to the snow scattering volume are analysed.
In radar distributed targets, the scattering coefficient σ, characterises the scattering radiation being imaged by the radar. The value of this scattering coefficient depends, on one side, on a set of parameters that belong to the imaging system: wave frequency, wave polarization and image configuration (incident and scattered directions). On the other side, σ0 depends on the target characteristics, such as the geometrical or the dielectric properties. Remote sensing techniques aim to extract information about the imaged target out of the retrieved scattered electromagnetic waves. The idea is to have a good modelled environment so that the influence of the target specific factors can be extracted from the gathered scattered power, and therefore information about the target can be retrieved.
In the case of the snow-pack, according to what is detailed in Mätzler (1987) and Ulaby et al. (1986), snow is considerably well modelled by a cloud of ice particles in an air background. However, the interfaces air-snow and snow-ground add some complexity to the method to infer the backscattered power, since it results in a combination of several scattering phenomena.
The backscattering response of the snow-pack is the result of the contribution of different scattering mechanisms: underlying ground surface back-scattering, volume scattering from the snow layer, air-snow interface back-scattering, and multiple contributions from double and triple bounce between the snow-pack and the soil surface. In terms of microwave interactions with the snow-pack, the driving electromagnetic parameters are the relative dielectric constants of ice and liquid water and their geometrical distribution.
[bookmark: __RefNumPara__6890_2075755650]Snow physical modelling
The snow back-scattering depends on parameters such as: density, which can be related to the dielectric constant, the water content, the temperature, which can be related to the liquid water content, and the crystalline structure of the ice particles present in the snow-pack. Snow is composed of three elements: ice, air and water, which can be liquid or vapour depending on the kind of snow, and the variation of these three component percentages, determines the snow features.
The parameters that determine the nature of each kind of snow are introduced as follows:
Water Content (liquid): Determines the dielectric properties and it is very attached to the temperature. Snow is considered dry if there is 0% of liquid water content, and as the temperature raises, the amount of liquid water content increases leading to the so called wet snow (Ulaby et al., 1986).
Density: Snow density is defined as the ratio of snow mass over the water reference mass. It's the most important parameter influencing the dry snow backscattering power. Snow density can be directly related with the dielectric constant with the semi-empirical Looyenga's formula [6].
	

	(32)



Dielectric constant: The snow dielectric constant real and imaginary parts are obtained from the air and the ice dielectric constant, since snow is an inhomogeneous air and ice mixture. For dry snow, the dielectric constant is almost independent of the frequency and the temperature at the microwaves band of the spectrum, and the imaginary component is negligible whereas the real one is a function of the density. In the wet snow case, the imaginary component of the dielectric constant is strongly related with the liquid water content of snow, increasing rapidly with the presence of liquid water in the snow-pack. The complex dielectric constant is a weighted average of the dielectric constants of the snow components: air, ice and liquid water
	

	(33)



The real part of the dielectric constant ε' is strongly dependent on the snow density, specially for dry snow. As a summary idea, the more liquid water content, the higher the dielectric constant, and therefore bigger absorption which means less penetration.
Penetration: It depends on the frequency of the incident electromagnetic wave as well as on the dielectric constant of the snow, which is driven by the amount of liquid water. The lower the frequency and the amount of liquid water, the higher the penetration. Penetration is a very important parameter for the remote sensing of the SWE, since the penetration capability of the incident electromagnetic waves will determine the potential retrieve of information of the back-scattered measured waves. In Figure 6‑1, the penetration is given as a function of the liquid water content of the snow, in the X axis, for several bands
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[bookmark: _Ref358729280]Figure 6‑1 Snow penetration depth vs frequency

[bookmark: __RefNumPara__6892_2075755650]Snow-pack Microwaves Scattering Signature
Snow-pack is a volume of ice particles and therefore volume scattering has to be addressed when illuminating snow with EM waves. Volume scattering is caused mainly by the dielectric discontinuities within a volume, whose spatial location is usually random, and then scattering is expected in all directions (Ulaby et al., 1986). The backscattered power received at the radar is the result of the addition of all the volume scatterers contribution within the solid angle defined by the antennas radiation pattern (Mätzler, 1987).
Snow is a mixture of air and ice and its permittivity is a function of the snow density ρ and the relative permittivities of air and ice. Snow is classified in two types depending on the amount of liquid water content per unit volume, since its characteristics and the scattering signature of the snow-pack strongly depend on it.
Dry snow, which has no liquid water content, has a small absorption coefficient allowing microwaves to propagate over long distances, having strong scattering effects in the interaction with the snow-pack volume. The real part of the permittivity ε' of dry snow only depends on snow density which in natural conditions ranges (Ulaby et al., 1986): 
On the other hand, wet snow, with presence of liquid water content, has a strong absorption coefficient attenuating the microwaves in a very short distance. In such a situation, scattering is limited to a thin layer close to the surface called surface scattering. This is due to the strong dependence of the imaginary part of the permittivity ε'' with the amount of liquid water in the snow volume. Indeed, it can raise an order of magnitude due to an increase of a 0.5 % of the liquid water volume, drastically reducing the penetration depth (Ulaby et al., 1986).
Another interesting analysis involves the incidence angle in a mono-static radar configuration:
For small incidence angles (close to nadir) surface scattering is the dominating phenomena.
For bigger incidence angles volume scattering becomes more important, since the surface contribution is moving to forward scattering.
As already introduced, the back-scattering response of the snow-pack is the result of the contribution of different scattering phenomena: underlying ground surface back-scattering, volume back-scattering from the snow layer, air-snow interface back-scattering, and multiple contributions from double and triple bounce between the snow-pack and the soil surface. In Figure 6‑2 from [7] gives a clear graphical idea of the multiple scattering mechanisms that compose snow-pack back-scattering. 
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[bookmark: _Ref358729366]Figure 6‑2: Snow scattering mechanisms
The low dielectric contrast between air and dry snow-pack and the smoothness of the snow surface lead to a snow surface back-scattering coefficient negligible (Ulaby et al., 1986 and Mätzler, 1987), and therefore the scattering signature of the dry snow pack is the addition of the volume scattering contribution and the soil surface back-scattering contribution.
Combined approach. Density and depth
Snow density: Polarimetric SAR
The Synthetic Aperture Radar (SAR) is an active microwave sensor. These radars are meteorology independent, have a good spatial resolution and work within a frequency range that has a good trade-off between sensitivity and penetration of the snow-pack. The literature about snow remote sensing is therefore mostly focused on SAR based techniques given its proven appropriateness. The recent advances involve the multichannel SAR sensors, that exploit diversity of sources of information in order to have more than one channel of information about the observed target. Polarimetric SAR (PolSAR) is included in this group, and it is based on using the polarization information of the electromagnetic waves.
In SAR remote sensing, two main groups of targets can be identified: the point targets and the distributed targets. The point targets are those whose size fits inside the resolution cell of the radar, whereas distributed targets are those presenting a larger extent than the radar resolution cell, and to describe them they are interpreted as an infinite set of identical statistically independent point targets. Snow is a distributed target, and as so it has to be analysed with statistical techniques.
PolSAR data comes from a SAR sensor which is sensitive to the polarization state of the electromagnetic waves. It transmits and receives EM waves with two orthogonal polarization states. This means that a PolSAR sensor is able to retrieve the complete scattering matrix of a target for a given geometry and frequency configuration, fully characterizing a target from a polarimetric point of view. The scattering matrix describes the relation between the incident and the scattered fields of a target at two orthogonal polarization states, indicating how the polarization of a wave changes when impinging the target. The scattering matrix is fully described by four complex magnitudes that provide information about the target geometry and dielectric properties of the target (Lee and Pottier, 2009 and Cloude, 2010).
	

	(34)



Snow depth: Altimetry
The second parameter that is needed to compute the SWE is the snow depth. In this case is used a radar altimeter (altimetry) to estimate it.
Not much work has been done in this sense.  Altimetry has been used successfully over ice caps, where the surface topography is relatively smooth, for the retrieval of snow depth. Some attempts have been also done over solid earth with relatively flat topography (Papa et al., 2002). The authors used data acquired by the Topex-Poseidon altimeter over the Northern Great Plains, a site already used for numerous experiments with microwaves passive data, due to its flat topography and the presence of more than 280 stations that report the snow depth on a daily basis.
The analysis was conducted over the different parameters that is possible to obtain from altimeter measurements (altimeter range, backscatter coefficient, leading edge width, and trailing edge slope). The most sensitive to SD proved to be the backscattering coefficient, which resulted to decrease during the winter as the snow cover increased along the altimeter track.
This can be explained by the fact that in presence of dry snow, the backscattering coefficient is the result of three different contributions: reflection at the snow/air interface, snow volume scattering and the reflection at the ground/snow interface attenuated twice through the snow layer. Thus increases of snow depth leads to a stronger attenuation of the backscattered signal.
Based on these findings the authors developed a model to retrieve snow depth from single frequency altimeter data. The formulation is based on the estimation of the extinction coefficient which is computed relating the data acquired in presence of snow with snow-free ones.
This methodology has been applied during a project (lead by Starlab), investigating EO capability for snow pack characterisation. Specifically, a work done by IsardSAT, has highlighted some limitation of this technique when applied in mountainous areas, due to the high topography variability within the footprint of the instrument.

[bookmark: _Toc356471758][bookmark: _Ref356480374][bookmark: _Ref356907540]Corrections

The sea surface height (SSH)  h of a river and/or lake level above a reference ellipsoid is obtained using the following relation with reference to equation 18 
	           



In order to estimate an accurate river or lake level height it is paramount to apply accurate propagation corrections to the range  ( ) and geophysical corrections  
Each of these correction / contributors to the range are discussed below with respect to land. 
For a thorough explanation and reference to work for ocean and LRM data we reference to Andersen and Scharroo, (2011).

[bookmark: _Toc356471759]Propagation Corrections
[bookmark: _Toc356471760]
The propagation corrections is in its most generic form where it can be used everywhere (land and ocean) a combination of the following 5 terms.
           
Two of these terms are not applicable over land.  These are  
And   
Consequently the correction reduces to the following over land. 
           
The state of the art models for these individual corrections are shown below. 

Ionosphere
The ionosphere is the uppermost layer of the atmosphere ranging between 60 and 800 km.  In this part of the atmosphere high energy photons from the sun are causing atoms and molecular gasses to lose an electron.  When the electromagnetic wave emitted from the altimeter travels through the ionosphere it is slowed proportional to number of free electrons. The ionospheric correction is given by
	

	(35)



Where k is a constant of 0.40250 m GHz2/TECU, f is the frequency of the signal and TEC is the Total Electron Content (1016 electrons/m2). The TEC is generally higher around the geomagnetic equator and becomes smaller towards the poles. Local variations in the TEC depend on the season, the time of day and the solar activity.  
State of the art
Since the ionosphere correction depends on the frequency, signals with different frequencies will have corresponding different path delay. Hence, the TEC can be estimated by considering the difference in path delay from a dual-frequency signal, which is a method exploited in dual-frequency altimeters like Envisat, Jason-2 and the upcoming Sentinel 3. However, this approach is only appropriate over surfaces with ocean like waveforms (ref PISTACH).  Consequently this approach will never work over inland regions.  Similarly for single frequency altimeters like Cryosat, the ionosphere correction must be derived from models. 
For Cryosat the chosen Ionosphere model is the GPS-derived global ionosphere maps (GIM) e.g. JPL GIM, where the TEC is estimated from the two frequencies L1 and L2. Other less precise models (e.g. the Bent model and the International Reference Ionosphere (IRF2007)) are based on climatological models, which are correlated with global ionospheric forcing parameters like solar radiation flux or sunspot number.  In case the Cryosat-2 do not have data the correction defaults to older models. 

[bookmark: _Ref356224700][bookmark: _Ref356224708][bookmark: _Toc356471761]Wet troposphere
The wet troposphere correction results from the path delay in the radar return signal due to liquid water in the atmosphere. The correction may vary from just a few mm to 30 cm depending on the water content in the atmosphere. Compared to the dry troposphere correction the wet troposphere correction is more variable on both spatial and temporal scales. Over the oceans and in coastal regions the columnar water vapor density can be obtained from a 2-3 frequency nadir looking passive microwave radiometer (MWR) on-board the satellite.  One frequency is used to measure the water vapor absorption line and the other frequencies are used to separate this from the liquid water and surface winds. This will also be so for the Sentinel-3 satellites. If the satellite (like Cryosat-2) does not have a MWR the wet troposphere correction is derived from meteorological weather models like ECMWF. 
State of the art
The wet tropospheric correction (WTC)  is one of the major error sources in satellite altimetry; highly variable both in space and time.
Over land the wet troposphere correction cannot be obtained from the MWR since the land emissivity is too large compared to the signal coming from inland water bodies. For Cryosat The Wet Tropospheric Correction is retrieved directly from ECMWF analysed grids.
In the PISTACH project (ref) the wet and also the dry troposphere corrections have been adjusted compared to the standard output from the ECMWF model. An important parameter is the thickness of the atmosphere, which normally is estimated based on a crude topographic grid (0.25o x 0.25o) equivalent to the resolution of the ECMWF model. In the PISTACH project the altimetric range is used instead, which results in a more precise estimate of the atmosphere thickness especially in areas of topography. 

The result of the CP40 project also shows that currently used models is also means that current models should take account for the varying thickness of the troposphere over land areas. This is currently ongoing, but we are investigating to apply this correction within the LOTUS project. 
  
Furthermore research is ongoing within the CP 40 project supported by ESA. Here it has been shown that the accuracy of ERA Interim is similar to present ECMWF operational model and has the advantage of being homogenous trough time.  ECMWF suffers from accidential jumps where the model is updated. Also the use of global data set of 323 GNSS stations is being investigated for the as these provide important information for the accuracy in particularly the coastal zone. 

[bookmark: _Toc356471762]Dry troposphere
The radar signal is refracted by dry gasses in the atmosphere. The dry troposphere correction in cm can be approximated by the Saastamoinen formula
	

	(36)


Where P0 is the sea level pressure (SLP) in hecto-Pascal (hPa) and   is the latitude.  The SLP is derived from meteorological models, since it cannot be measured directly from space. 
State of the art 
A widely used model is the European Centre for Medium-Range Weather Forecasts (ECMWF), where the SLP is predicted on regular grids at regular intervals. Another model is the U.S. National Centers for Environmental Prediction (NCEP). The dry troposphere correction is the largest correction that must be applied to the altimeter measurement with at magnitude of approximately 2.3 m. This correction is naturally sensitive to the SLP and as a measure of the accuracy a 5 hPa error in the SLP will result in a 1 cm error in the correction. A previous study have demonstrated the two weather forecast models ECMWF and NCEP perform equally well in predicting the surface pressure (Coastal altimetry book).  Similarly the correction is of very long wavelength character (Andersen and Scharroo, 2011), which means that it is changes very minor over small and medium water bodies. In this respect there is no urgent need for updating the correction for the study of inland water bodies. However, it should be noted (Andersen and Cheng, 2013), that the correction is sensitive to climate change and gradual heating of the continents which means that potential long term changes might leak into the correction.  



[bookmark: _Toc356471763]Geophysical corrections

The geophysical corrections are the corrections for known geophysical signals like tide and mean sea surface or geoid. In its most generic form where it can be used everywhere (land and ocean) is a combination of the following 5 terms.
           
The ocean tide is naturally confined to the ocean and will be zero over land 
Typically the Mean sea surface will be used for referencing over the ocean whereas the geoid must be used for referencing on land. 
Consequently the correction reduces to the following over land. 
           
The state of the art models for these individual models are shown below. 

[bookmark: _Toc356471764]Solid Earth tide
The solid Earth tide is the response of the solid Earth caused by the gravitational attraction from the Sun and the Moon. The height change is considered to be proportional to the tidal potential, and the proportionality factor is estimated from frequency independent love numbers as described in Cartwright and Taylor (1971) and Cartwright and Edden (1973). The magnitude of the solid Earth tide is in the range of 0-20 cm. In the solid Earth tide the permanent term due to the presence of the Sun and the Moon is not included.  
State of the art. 
The solid Earth tide is very accurately described using the functions above and these models have been used as state of the art for decades. 

[bookmark: _Toc356471765]Ocean loading tide
Ocean tide loading is the deformation of the Earth due to the weight of the ocean tides. The redistribution of ocean water results in a periodic loading on the ocean bottom, which causes a deformation of the Earth in the range of -2 to +2 cm. A commonly used model used to estimate the ocean tide loading is the global ocean tide model GOT4.7 (Ray 2008). This empirical model is derived from satellite altimetry and corrects for the major eight diurnal and semidiurnal constituents (K1, O1, P1, Q1, M2, S2, K2, N2), The GOT4.7 model also includes several local tide model for various coastal regions. Another common model is the 2D Finite Element Solution FES2004 (Lyard et al. 2006), which is based on assimilation of satellite altimetry into a time-stepping finite element hydrodynamic model. Previous investigations (costal altimetry bog) have demonstrated that the model GOT4.7 performs slightly better especially in the coastal regions.      
State of the art. 
Updating the ocean loading correction requires updating of the ocean tide model. Recently several new ocean tide models have been relased. These are FES2012, GOT4.9, HAMTIDE, DTU10, TPXO8 and EOT11a (Se Stammer et al., 2014). All of these are at least as good as the models currently used (GOT4.8 or FES2004. The ocean loading tide is largely confined to coastal region and an update of the model will be most important for the use of in-land altimetry in coastal regions. It is foreseen that new ocean tide model are currently being developed and once the loading tide from these are computed these updated corrections should be considered. 

[bookmark: _Toc356471766]Pole tide
The pole tide is caused by small perturbations with a period of ~433 days in the Earth’s axis of rotation with respect to its mean geographic pole. The changes in the centrifugal force causes a response of the solid Earth and the Oceans in the order of 0-2 cm. 
State of the art. 
The pole tide can be estimated very accurately as described in Wahr (1985) which is the model being used in most cases. 

The Geoid. 
On land the altimetric observations are normally referenced to the geoid. In some few studies scientist have tried to reference the height to local height systems calibrated to nearby tide gauges. But for most practical purposes it is adequate to use the geoid as a reference. There is however a potential problem in the use of the geoid as a reference. The surface of the water will always mimic the gravity field represented by the equipotential surface called the geoid. So if the geoid is in error then the water level can appear as exhibiting a tilt over large lakes. This has i.e. been seen previously by Berry et al. 2004 over Lake Titicaca. This is particularly so for larger lakes and something to be aware of. 
State of the art. 
[bookmark: _GoBack]Deriving a new geoid requires a huge international effort, and as such the geoid is only updated roughly once per decade. There is currently an ongoing effort in updating the global Earth Geopontial Model by year 2015. Until then the EGM2008 is the most accurate geoid model available and it resolves signal to an accuracy of 5-10 cm depending on the availability of local gravity data used in the derivation of the model.  The model is not currently available on the Cryosat-2 data where the older EGM96 is used. In the LOTUS project we suggest the routinely update of this correction to avoid the problems described above from the use of an inaccurate geoid model. 


[bookmark: _Toc356471767]Summary  
In SAR altimetry, first implemented on Cryosat-2, the along-track resolution is significantly improved compared to conventional radar altimetry. This has made it possible to retrieve measurements from very small water bodies, which until now have been out of reach. The smaller along-track footprint has further reduced the effect of land contamination in the waveforms. Hence, this technology makes it possible to study far more and smaller inland water bodies.    
This state of the art review is based on Cryosat-2 data but eventually the processing will be performed on sentinel 3 data. Two of the major differences between these satellites are the spatial and temporal resolution of the ground tracks, which naturally favors different kinds of studies Despite the various differences between the two satellites (see Section 3) and their altimeters the data quality of Sentinel 3 over land is expected to be similar to that of Cryosat-2. However, Sentinel 3 will be running in open loop over land (see Section 3.2.1), which is expected to improve the range estimate. 
This state of the art review shows that promising results are obtained with both advanced (SAMOSA) and simple threshold retrackers (DTU leading edge). Since this research is still in the very initial stage more retrackers needs to be investigated and new ones developed in order to find the most optimal solution for obtaining river and lake heights.
Besides retracking SAR altimetry has shown interesting results in relation to automatic detection of inland water. The groups at ESA/ESRIN and LEGOS have used the stack data to automatically detect the surface type. The stack data is currently not available to the public. However, some information regarding the stack data can be retrieved from ESA’s level 1b product in terms of the beam parameters (see the Cryosat-2 product handbook). At DTU the peakiness parameter has been investigated and clearly large peakiness values are found at or near inland water locations. However, this needs to be investigated in more detail.             
These DREAMS are complicated to build and require multiple stages of processing and manual intervention. However, this approach obviates the requirement for detailed ground truth to populate theoretical models, facilitating derivation of surface soil moisture estimates over arid regions, where detailed survey data are generally not available. This paper presents results using the DREAMS over desert surfaces, and showcases the model outcomes over the Arabian and Tenere deserts. A global assessment is presented of areas where DREAMS are currently being generated, and an outline of the required processing to obtain soil surface moisture estimates is given. Soil moisture products from ERS-2 radar altimetry in arid regions are presented, and the temporal and spatial resolutions of these data are reported. The results generated by this ESA encouraged initiative will be made freely available to the global scientific community.
After review of the snow remote sensing methods to obtain parameters like snow water equivalent (SWE), which gives an idea of the amount of water contained in the snow pack , it is clear that snow remote sensing is a very interesting  research topic, on-going for the last decades, due to its scientific applications on climate study as well as hydrology, and water resources management applications, such as flooding or water reservoirs forecasting.
As it explained, the SWE can be computed multiplying the density of the snow-pack by its depth. Therefore, it is possible to use a combined approach in order to compute the SWE as a result of use the snow density and the snow depth.
This combined approach uses the polarimetric SAR (PolSAR) to compute the density of snow. In case of PolSAR methods, a polarimetric decomposition has to be used in order to estimate the volume scattering contribution out of the total backscatter, and therefore, be able to infer snow-pack volume information. The core idea is to come out with a model-based polarimetric decomposition that enables the volume scattering estimation out of the total received backscattered power, in order to estimate, the relationship between the density and the volume scattering intensity.
In case of snow depth, the radar altimeter can be used provided the fact that in presence of dry snow, the backscattering coefficient is the result of three different contributions: reflection at the snow/air interface, snow volume scattering and the reflection at the ground/snow interface attenuated twice through the snow layer. An increase of the snow depth leads to a stronger attenuation of the backscattered signal. This technique has been successfully used over extended flat areas, however, topography effects over mountainous areas may prevent the use of this technique due to the contamination of the final radar echo by multiple scattering surfaces with different ranges
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